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Foreword

The Fifth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies
[UBICOMM 2011], held between November 20 and 25, 2011 in Lisbon, Portugal, brought together researchers
from the academia and practitioners from the industry in order to address fundamentals of ubiquitous systems
and the new applications related to them. The conference provided a forum where researchers were able to
present recent research results and new research problems and directions related to them.

Advances in web services technologies along with their integration into mobility, online and new business
models provide a technical infrastructure that enables the progress of mobile services and applications. These
include dynamic and on-demand service, context-aware services, and mobile web services. While driving new
business models and new online services, particular techniques must be developed for web service composition,
web service-driven system design methodology, creation of web services, and on-demand web services.

As mobile and ubiquitous computing becomes a reality, more formal and informal learning will take place
out of the confines of the traditional classroom. Two trends converge to make this possible; increasingly powerful
cell phones and PDAs, and improved access to wireless broadband. At the same time, due to the increasing
complexity, modern learners will need tools that operate in an intuitive manner and are flexibly integrated in the
surrounding learning environment.

Educational services will become more customized and personalized, and more frequently subjected to
changes. Learning and teaching are now becoming less tied to physical locations, co-located members of a group,
and co-presence in time. Learning and teaching increasingly take place in fluid combinations of virtual and "real"
contexts, and fluid combinations of presence in time, space and participation in community. To the learner full
access and abundance in communicative opportunities and information retrieval represents new challenges and
affordances.

Consequently, the educational challenges are numerous in the intersection of technology development,
curriculum development, content development and educational infrastructure.

UBICOMM 2011 also included the workshop PECES 2011, The Third International Workshop on Pervasive
Computing in Embedded Systems.

The increasing number of devices that are invisibly embedded into our surrounding environment as well
as the proliferation of wireless communication and sensing technologies are the basis for visions like ambient
intelligence, ubiquitous and pervasive computing. The PECES project has created a comprehensive software layer
to enable the seamless cooperation of embedded devices across various smart spaces on a global scale in a
context-dependent, secure and trustworthy manner.

The purpose of the workshop was to show the results of the project including short demonstrations as
part of the presentations and to provide the context to discuss the problems addressed by co-operative systems
and co-operative sensors in a global-scale context where different smart spaces coexist.

We take here the opportunity to warmly thank all the members of the UBICOMM 2011 and PECES 2011
Technical Program Committees, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to UBICOMM 2011 and PECES 2011. We truly believe
that, thanks to all these efforts, the final conference program consisted of top quality contributions.



Also, this event could not have been a reality without the support of many individuals, organizations, and
sponsors. We are grateful to the members of the organizing committee for their help in handling the logistics and
for their work to make this professional meeting a success.

We hope that UBICOMM 2011 was a successful international forum for the exchange of ideas and results
between academia and industry and for the promotion of progress in the field of P2P systems.

We are convinced that the participants found the event useful and communications very open. We also
hope the attendees enjoyed the historic charm of Lisbon, Portugal.
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Locating Zigbee Devices in a Cluster-Tree Wireless Sensor Network: an ESD-based
Integrated Solution

Stefano Tennina
WEST Aquila srl,
University of L’Aquila, Italy
tennina @westaquila.com

Abstract—Recent advances in the technology of wireless
electronic devices have made possible to build ad-hoc Wireless
Sensor Networks (WSNs) using inexpensive nodes consisting
of low power processors, a modest amount of memory and
simple wireless transceivers. Over the last years, many novel
applications have been envisaged for distributed WSNs in
the area of monitoring, communication and control. One
of the key enabling and indispensable services in WSNs is
localization (i.e., positioning), given that the availability of
nodes’ location may represent the fundamental support for
various protocols (e.g., routing) and applications (e.g., habitat
monitoring). Furthermore, WSNs are now being increasingly
used for real-time applications having stringent Quality-of-
Service (QoS) requirements, such as timeliness and reliability.
Towards this end, Zigbee/IEEE 802.15.4 and the Cluster-Tree
model are considered among the most promising candidates.
Building from (i) our proposed Enhanced Steepest Descent
(ESD) algorithm to solve positioning of nodes in a fully
distributed fashion, (ii) the mechanism to evaluate at run-time
the site-specific parameters for the correct operation of the ESD
(i.e., RSSI-based ranging) and (iii) the recent availability of
Zigbee/IEEE 802.15.4 implementations over TinyOS, the main
output of this paper is to outline how a positioning service can
be fully integrated into a communication protocol stack.

Keywords-positioning service; communication protocol; Zig-
Bee/IEEE 802.15.4; system integration.

I. INTRODUCTION

Wireless Sensor Networks (WSNs) have been emerging
as underlying infrastructures for new classes of large-scale
and dense networked embedded systems. While there has
been a plethora of scientific publications on WSNs, the
vast majority focuses on protocol design (e.g., medium
access control, routing, data aggregation) while only a scarce
number of papers report real(istic) applications [1]. This
might be due to the following facts: (i) WSN technology
is extremely expensive for large-scale systems and (ii) is
still very limited/unreliable, particularly in what concerns
communications; (iii) difficulty on finding “killer” applica-
tions with a good cost/benefit trade-off; (iv) unavailability
of standard, application-adequate, mature and commercially
available technology; (v) lack of complete and ready-to-
use system architectures, able to fulfill both functional and
non-functional requirements. Despite relevant work on WSN

Copyright (c) IARIA, 2011. ISBN: 978-1-61208-171-7

Marco Di Renzo
Laboratory of Signals and Systems (L2S)
Univ Paris-Sud (Paris), France
marco.direnzo @Iss.supelec.fr

architectures proposed so far (e.g., [2], [3]), none of them
fulfills all requirements for large-scale real-time monitoring.

Moreover, WSNs are required to possess self-organizing
capabilities, so that little or no human intervention for
network deployment and setup is required. A fundamental
component of self-organization is the ability of sensor nodes
to “sense” their location in space, i.e., determining where a
given node is physically located in a network [4].

In this work, we try to overcome the above limitations,
showing how our previously presented fully distributed
positioning service for WSNs [5] can be integrated into a
full network architecture, built upon the Zigbee Cluster-Tree
model [6] and IEEE 802.15.4 standard [7].

The remainder of this paper is as follows. Section II
outlines the Zigbee Cluster Tree network architecture. Sec-
tion I summarizes our proposed positioning service and
Section IV presents how it can be integrated into the archi-
tecture. Finally, Section V provides concluding remarks.

II. NETWORK ARCHITECTURE

To achieve efficiency, scalability and QoS in WSN-based
systems, a network architecture should have the following
common features: (i) being multi-tier; (ii) using a core IP-
based network for interconnecting heterogeneous elements
and (iii) the IEEE 802.15.4 protocol for short range com-
munications among sensor nodes. While the IP-based core
network and the IEEE 802.15.4 standard are natural choices,
thanks to their maturity, the use of a multi-tiered architecture,
although it offers the highest level of flexibility, raises a
number of challenges: (i) how many tiers and therefore
how many communication technologies must be chosen, and
(ii) what kind of nodes are the most appropriate for each tier
(in terms of hardware features and power supply type)?

By focusing on the WSN portion, the devised architecture
can be detailed as in Fig. 1. Tier-0 consists of simple wire-
less sensor nodes (SN), performing sensing tasks and deliv-
ering data to the devices at the upper tier in the hierarchy
using the IEEE 802.15.4 protocol. SNs are cheap enough to
be deployed in large quantities, therefore they usually have
very limited computational, memory and energy capabilities.
Multiple SNs are grouped to form a WSN Cluster at Tier—1
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Figure 1. WSN multi—tiered architecture.

in a star topology, where a Cluster Head (CH, or router) is
responsible for local management (e.g., synchronizing the
nodes in the cluster, informing nodes about current duty-
cycle, GTS slots, etc.), upstream/downstream routing and
some data aggregation. CHs may be slightly more power-
ful than ordinary sensor nodes, in terms of computational
capabilities and energy reserves. Multiple CHs are grouped
to form a WSN Patch at Tier-2, where a gateway (GW) is
present. GWs have the highest computational capabilities in
the WSN and play the role of sinks/roots for their WSN
Patch. GWs are equipped with a secondary transceiver,
which enables their access to the IP core network.

WSN Patches adopt a Cluster-Tree model, with the GW
as root and the SNs as leaves, and the synchronous beacon-
enabled version of the IEEE 802.15.4 standard, where GW
and CHs are the beacon emitter nodes. This has the advan-
tages of (i) easily support time synchronization, (ii) improve
the coordination to save energy (reduce retransmissions, put
the nodes in sleep and wake them up in a synchronous fash-
ion) and (iii) guarantee a given level of QoS, provided that
a mechanism such as the Time Division Cluster Scheduling
(TDCS) algorithm [8] is used to preserve the coordination
and avoid intra-cluster collisions. TDCS involves the defini-
tion of the StartTime value (IEEE 802.15.4), such that the
active portion of a cluster is scheduled during the inactive
period of all the others, that share the same collision domain.

Once clarified that intra-clusters collisions within a WSN
Patch are avoided using a time-division approach, it is worth-
while to state that a frequency-division approach is exploited
to minimize the collision probability among nodes belonging
to different WSN Patches. Similarly to [2], neighboring
WSN Patches communicate over distinct radio channels, and
channel re-use is allowed for any two patches distant enough
from each other.

Overall, these two mechanisms are the key factors to
improve the scalability of the network architecture.
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III. POSITIONING SERVICE

In this section, the ESD algorithm is briefly introduced as
an enhancement of the well-known Steepest Descent (SD)
method. Then, we recall the method presented in [5], used
to enhance the accuracy of RSSI-based distance estimations.

A. Gradient-based Algorithms

Both SD and ESD are gradient descent methods [9]. This
means that the position of a node is computed through the
minimization of an appropriately defined error cost function.

The following notation will be used here: (i) bold symbols
denote vectors and matrices, (ii) ()T denotes transpose
operation, (iii) V (-) is the gradient operator, (iv) [|-|| is
the Euclidean distance and || the absolute value, (v) Z (-, ")
is the phase angle between two vectors, (vi) 0)71 denotes
matrix inversion, (vii) 4; = [&; 4, Ujy,U;,] denotes the
estimated position of the mobile node {u; };V:UP (viii) u; =
(W) a, Uiy, uj_,z}T is the trial solution of the positioning algo-
rithm, (ix) @; = [x;, yi, zi]T is the position of the reference
node {a;} 4, and (x) d; ; denotes the estimated (via ranging
measurements) distance between reference node {al}f\rzA1 and
blind node {u;} .

The position of a node u; is obtained by minimizing the
error cost function F' (-) defined as follows:

Na R 2
Fu) =) (dj,i — [, — ﬁi”) (1)

i=1

such that @; = arg min {F' (u;)}. The minimization of such
s

a function can be done using a variety of numerical optimiza-
tion techniques, each one having its own advantages and
disadvantages in terms of accuracy, robustness, convergence
speed, complexity, and storage requirements [9].

1) Classical Steepest Descent: The classical Steepest
Descent is an iterative line search method that allows to find
the (local) minimum of the cost function in Equation (1) at
step k + 1 as follows [9, pp. 22, sec. 2.2]:

u; (k+1) = vy (k) + arp (k) 2)

where oy is a step length factor, which can be chosen as
described in [9, pp. 36, ch. 3] and p (k) = —VF (u; (k))
is the search direction of the algorithm.

When the optimization problem is non-linear, small values
of oy, are preferred to reduce the oscillatory effect when the
algorithm approaches the solution.

2) Enhanced Steepest Descent: The SD method usually
provides a good accuracy in estimating the final solution.
However, it may require a large number of iterations, which
may result in an unacceptably slow convergence speed.
Then, the ESD has been proposed in order to improve such
speed. The basic idea is to continuously adjust the step
length value oy, as a function of the current and previous
search directions p (k) and p (k — 1), respectively:
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ap =ap_1+v if 0k < Omin
ap = ak—1/6 if ak > emax (3)
ap = Op_1 otherwise

where 0, = /(p(k),p(k—1)), 0 < v < 1 is a linear
increment factor, 6 > 1 is a multiplicative decrement factor,
and 0,,;, and 60,,,, are two angular threshold values, that
control the step length update.

By using the four degrees of freedom 7, 6, 6,,,i, and 0,4,
both the convergence rate and the oscillatory phenomenon
when approaching the final solution can be simultaneously
controlled, in a simple way and without appreciably increas-
ing the complexity of the original SD algorithm.

B. Ranging Model

The ESD goal is the minimization of the error cost as
defined in Equation (1). This assumes there is a way to
estimate the distances LZN- between pairs of nodes u; and
ai,i: 1,...,NA,j: 1,...,NU.

Usually, for low cost platforms the Received Signal
Strength (RSS)-based ranging method is preferred, since it
doesn’t require any extra hardware. However, this technique
assumes a model to convert a RSS measurement into a
distance, as e.g.:

Rssz]

d= 1()[ TOn

“

where d denotes the transmitter-to-receiver distance, n is
the propagation path-loss exponent, A is the RSS reference
value, measured by a receiver located at a distance dy = 1 m
from the transmitter, and RSS is the actual measured value.

In order to use the model, the values of the parameters
A and n must be chosen. However, they are strongly
environment-dependent, as clearly evidenced in Fig. 2,
where A and n are shown as continuously updated during a
conference event [5]. The big fluctuations suggest that using
any fixed and outdated estimate certainly yields less accurate
distances and, thus, final positions.

Hence, a new RSS-based anchor!-aided ranging method
has been proposed in [5]. It foresees that every anchor
node deployed in the area performs the following tasks:
(i) transmits a packet containing its own position data;
(ii) receives similar packets from other anchors in its radio
range; (iii) extracts the position data as well as the RSS from
the received packets, (iv) computes the Euclidean distance?;
(v) after having collected enough (RSS, distance) pairs,
estimates locally A and n via a linear least-square fitting
using Equation (5)°, and (vi) broadcasts these estimated
parameters to the blind node. As far as the blind node is

I An anchor node is a node, which knows, by definition, a-priori its
position, or is able to estimate it, with high accuracy.

2Remember that each anchor knows its own position, hence, this com-
putation gives a distance which is not affected by measurement errors.

3y = RSS, x = 10-log (d) and m = number of available measurements.
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Figure 2. Estimated propagation parameters in a dynamic environment
during a half-day conference [5].

concerned, it receives the (A, n) pairs from each anchor,
computes an average and uses them into Equation (4), to
estimate the distances. Finally, it runs the ESD algorithm to
compute its own position.

IV. INTEGRATION

In order to optimize the connectivity for Cluster-Tree-
based network models, it is often assumed to control the
deplyment of the CHs and the GWs. As a consequence, it is
straightforward to assume the local coordinators (i.e., CHs
and GWs) as anchors and SNs as blind nodes.

In the light of above, we are implementing on the CHs and
the GWs the described anchor-aided ranging mechanism.
Then, the network formation procedure is as follows. At
network setup, each GW starts by emitting its beacons using
a predefined IEEE 802.15.4 channel, and all other nodes
are scanning the medium, searching for such beacons. As
soon as some CHs receive GW’s beacons, they start the
association process, in accordance with the IEEE 802.15.4
protocol and acting as normal nodes. Once associated with
the parent, they start a negotiation procedure [8] to get an
appropriate StartTime value, defining a window where they
can transmit their own beacons, without interfering with
other CHs. Hence, this mechanism iteratively enables all
other nodes (SNs and other CHs) to join the network, upon
a successful association phase.

On top of the TinyOS official 802.15.4 MAC [10] a
Cluster-Tree model has been already implemented [11] as
an extension of [12]. In this approach, the beacon payloads
sent by every CH and GW are used to carry the positioning
data (setBeaconPayload), such as the node’s ID and its
coordinates, as well as the two locally computed parameters
A and n. As a matter of fact, since beacons are needed
for networking and communication purposes, using their
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! e (5)
i=1 i=1 =1

payload as a conveyor of data greatly helps lowering the
energy costs: the overhead, that would be generated if the
same data were sent using specific IEEE 802.15.4 Data
frames, is simply avoided.

Finally, during the channel scan phase (MLME-Scan),
every SN is able to extract (i) from the beacon header
(parsePANDescriptor) the information needed to ac-
complish the IEEE 802.15.4 association with a parent, and
(ii) from the beacon payload (getBeaconPayload) the
positioning data needed to run the ESD algorithm, which
has already demonstrated good performance in terms of
accuracy, robustness, convergence speed, complexity, and
storage requirements [13].

V. CONCLUSION

Wireless Sensor Networks are now being increasingly
used for real-time embedded applications having stringent
Quality-of-Service requirements, in terms of timeliness and
reliability. Towards this end, Zigbee/IEEE 802.15.4 and the
Cluster-Tree WSN model are considered among the most
promising candidates. Moreover, one of the key enabling
and indispensable services in WSNs is localization, since
the availability of nodes’ location may represent the fun-
damental support for various protocols (e.g., routing) and
applications (e.g., habitat monitoring).

In this paper, building from (i) our proposed Enhanced
Steepest Descent algorithm to solve positioning of nodes in
a fully distributed fashion, (ii) the mechanism to evaluate at
run-time the site-specific parameters for the correct operation
of the ESD and (iii) the recent availability of Zigbee/IEEE
802.15.4 implementation over TinyOS, we outlined how a
fully distributed positioning service can be implemented into
a communication protocol stack, based on the Cluster-Tree
WSN model. In particular, we stressed the fact that the
peculiarities of the Cluster-Tree model (i.e., the presence
of the beacons and of their scheduling to avoid intra-
clusters collisions) can be exploited to implement an efficient
localization system, with a very limited protocol overhead.
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Abstract—The efficient broadcast of messages in Vehicular
Ad-hoc Network (VANET) still faces many challenges in
current research. In this paper, we are interested in multi-
hop broadcast communication for neighborhood discovery
applications which increase driver visibility. These applications
need to send information with a high rate causing congestion
in the network. To avoid this congestion, we propose a new
broadcasting scheme consisting in favoring the information
of the closest vehicles in a high vehicular density context.
Therefore, we introduce the concept of message energy, which
generalizes the typical time-to-live value. Our proposal is
evaluated and compared with several existing broadcasting
schemas using a network simulator. The results show an
improvement in neighbor discovery in a congestion context.

Keywords-vanet; broadcasting scheme; scalability; auto-
adaptive; simulation

I. INTRODUCTION

Car-to-car communication systems are come very promis-
ing when it to enhancing security and safety during a
trip. There are plenty of types of services/applications that
can be built on top of a wireless device (from safety to
entertainment applications). In this paper, we are focusing
on broadcast-based applications. For instance, an application
can send the geographical position of its vehicle to the
neighborhood (Figure 1). For such applications, a routing
functionality is not required.

We are interested in multi-hop broadcast communica-
tion for neighborhood discovery applications which increase
driver visibility. When the vehicular density is high, we pro-
pose an auto-adaptive algorithm to compute the initial Time-
To-Live (TTL) and interval of message sending depending
on the local vehicular density.

This paper is structured as follows. First, we describe the
later development in broadcast schemes. Then, we introduce
our energy-based protocol. Finally, we compare our proposal
with those already existing.

II. RELATED WORK

Many projects study applications for Vehicular Ad-hoc
NETwork (VANET) [1]. Several applications need a broad-
casting efficiency protocol [2]. Our application is based on
this kind of protocol: the information on a vehicle (such as
position, speed, type) is broadcast at regular intervals to their
neighborhood in a geographical zone.
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Flooding is the classical broadcast mechanism: each node
in the network retransmits the received messages. This is a
simple and easy method with a high delivery rate. However,
it may lead to a very serious problem, such as the increasing
of the bandwidth consumption and that may lead to high
collision rates.

Many mechanisms have been proposed to limit the chan-
nel congestion. The main mechanism consists in reducing
the number of relays [3]. Another proposal to limit channel
congestion is power adjustment. The study of [4] estimates
the local vehicle density to adjust the power transmission.

The optimal selection of relays has been described in most
works [3], [5], [6]. To reduce the number of relays, the
most popular method is the contention method with implicit
acknowledgments [7], [8]. On receiving a packet, there is a
contention delay for each node before forwarding the packet.
The node receiving the forwarded packet cancels its own
forwarding. Defining the contention delay value is a hard
problem. First, the contention delay might be bounded by
a maximal value. Second, the contention delay is computed
from a random value, distance from a node (position of the
previous sender, source, or destination) or a mix of multiple
values.

A recent work [9] proposes a hybrid method between
random value and distance from the previous sender. Beyond

GIS

T

message
ID
position
speed

&3 '
source
\\orwarder/k
«5

Figure 1. Our VANET application. A vehicle sends a message containing
information. Its direct neighbors forward this message. Each vehicle writes
in a table the information of all vehicles on the road. This information
is displayed by a geographic information system (GIS) embeded in the
vehicle.
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a distance threshold, contention delay is based on distance,
but random value is used for the other nodes nearest to the
sender. The aims of this work consist in reducing the delivery
delay of a message.

A congestion control is proposed in [10]. An abnormal
vehicle starts to transmit the Emergency Warning Messages
(EWM) at a high rate and the EWM transmission rate is
decreased over time until the minimum rate is reached.

In this paper, we propose a different approach. We would
favor the information from the nearest nodes by introduc-
ing a new TTL-like value: message energy. Messages are
initially sent at regular interval but with different initial
energy levels. When a node forwards a message, energy
decreases of at constant value. If the energy is inferior to a
value proportional to the local node density, the message is
dropped. Therefore, the average time between information
update depends on both the distance from the source and
the local density. A classic TTL does not have this property.

III. PROPOSED BROADCAST SCHEME

Our application consists in broadcasting the information
about a vehicle. This information is the payload of a message
whose header is described in Figure 2. Information type
depends on vehicular information and defines the payload
size, hop is the number of forwards for this message. Se-
quence number is a unique value. Lifetime is the information
life time. Node ID is the vehicular ID. Longitude, latitude,
elevation is the last forwarded node position.

Information type (16)‘Hop (8)‘Energy (8

Sequence number (32)

Lifetime (32)

Node ID (128)

Forwarder longitude (32)

Forwarder latitude (32)

Forwarder elevation (32)

Vehicular information (n)

Figure 2. Message header format

For our application, all the vehicles broadcast five kinds
of information: type (car, truck, motorbike, bike, etc.),
geographical position, speed, course and geolocation time.
Geolocation time is the time given by the geolocation
system. The format of this data is described in Figure 3

We note two occurences of the node position: one in the
header, another one in the vehicle information. In message
header, the geographical position is that of forwarder (relay
vehicle) and is necessary for the distance-based protocols.
Then, this position is updated at each hop. The position in
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Vehicle type (16) |Reserved (16)

Source longitude (32)

Source latitude (32)

Source elevation (32)

Speed (32)

Course (32)

Geolocation time (32)

Figure 3. Vehicular information format

vehicular information is the position of the vehicle which
has initially sent the message. This position is not revised
during the broadcast.

A. Distance-based forwarding

Our proposed scheme is a distance-based forwarding.
On message reception, a vehicle starts a timer 7 inversely
proportional to the previous sender:

d

T =1tmar * (1 — =
wrt (1-2)

with t,,,, the maximum contention time, d the distance
from previous sender, R the radio range.

The main issue with the distance-based approach is the
duplication of forwarding. Indeed, the nodes close to the
optimal position forward the message together in a short
time. Thus, some duplications can occur, especially when
the density of vehicles is high.

B. Energy message

We add the energy field in the message instead of the TTL
value. On message reception, the energy value decreases by
node weight:

En—i—l =E,-W

with E,, the energy at n-th hops and W the node weight.
This is already used with the classic TTL.

On message reception, a forwarding condition is added
according to the energy value. The energy should be greater
than a value according to local density. The higher the
density, the higher the energy should be in order to forward
the message. The following equation shows this condition
forwarding:

E, > aNg

with Np the number of vehicles in a R range, o the
penalty factor. We can retrieve the TTL mechanism in a
classic protocol when o = 0.

The initial energy value might be set according to the
message range required. The higher the initial value, the
further the message goes away. In addition, the message
range depends on the local density: the energy of a message
should be high enough to cross the high density zone.
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Sent Initial
time (s) energy

t=0 Ep=256
t=0.5 E,=128 >
t=1 E,=64
t=1.5 E,=32

Low density Middle density High density Low density

“@» “@» @ t» E» “@»

Average of never
update interval source 0.5s 0.67s 1s 2s received

Figure 4. The messages are sent at different times. Depending to road
density and distance from source, the average of update interval is different
for the vehicles.

We would broadcast vehicular information at regular in-
tervals to update this information for the neighborhood. But
we favor the nearest vehicular information. Then, in the case
of high density, the nearest vehicles can receive information
more often. Therefore, we propose to set different initial
energies depending on when the message is sent (Figure 4).
For instance, with the update interval set at 500 ms, at
t = 0 the initial energy Ey is set at 256, at t = 0.5,
Ey =128,t = 1.0,Ey = 64, and t = 1.5, Fy = 32. At
t = 2.0, the initial energy goes back the maximal value
Ey = 256. Then, we define two values: Egmaz and Eomin-
Here, Egpar = 256 and Eg,p,i = 32.

C. Local density evaluation

We define local density as the number of vehicles in a
range R. Therefore, a vehicle computes the distance d from
the initial sender with the geographical position incorporated
into the message. Then, the density is the number of vehicles
with d < R.

We notice that estimating the local density as the number
of one-hop messages received by a vehicle is not a good
idea. Indeed, the density is not proportional to the number
of received messages due to the interferences proportional
with the number of nodes. Therefore, the local density is
computed from any received message without taking into
account the number of hops from the source.

IV. PERFORMANCE EVALUATION

In this section, we evaluate the performances of our
proposed broadcast scheme. We compare our protocol to
several other protocols. In the following, we introduce the
used metrics, a detailed description of the other protocols,
the simulation details, and, finally, the results.

A. Used metrics

The main metric is the number of discovered vehicles
Ng. This value must be compared to the total number of
vehicles N in the network. Ideally Ny = N — 1, the
sender not being taken into account. The delivery delay is
the time between the message sending and its receipt. The
maximum contention time affects this delay. In high density,
the message queuing in the MAC layer affects it also.
Finally, the time between information update is the metric
to evaluate the wrong effect with our proposed protocol.
Indeed, some messages with lower energy do not reach
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all the vehicles, increasing the time between information
update.

B. Other evaluated protocols

We compare our proposal with four other protocols:

(1) Flooding is the simplest protocol: all the new messages
received are forwarded.

(2) A simple distance based protocol (SDP), consists of a
contention delay proportional to the distance from the
previous sender as described in [9].

(3) A third class of protocol is random-based [11]. The
contention time is a random value between zero and
tmaz: T = random(0, t;az)-

(4) Finally, the protocol introduced in [9] is also evaluated.
We call it threshold. This is a hybrid method between
random-based and distance-based protocols to reduce
the delivery delay.

. _ tmaex(1—%)  where d > dy,
upper — tmax where d S dth
. (o0 where d > dy,
T T tae ¢ (1— %) where d < dy,

T= Tandom(ﬂoweh T'upper)
Where d;j, is the distance threshold constant.

C. Simulations details

We use the OPNET Modeler [12] network simulator
to evaluate the protocols. The OPNET modeler supports
some mobility models: random way-point, trajectory and
satellite. Trajectories are defined as files containing node
positions at multiple times. No vehicular mobility model
exists for the OPNET Modeler. But we have developed
a framework [13] to use SUMO [14] with the OPNET
Modeler. SUMO generates vehicular positions in a trace file
and our framework converts this trace to trajectory files and
a project file for the OPNET Modeler. Thus, we can use a
realistic mobility scenario to evaluate the protocols.

Protocols are implemented in the routing layer above the
Medium Access Control (MAC) layer IEEE 802.11b. But
back-off contention delay can disrupt the contention delay
in the proposed protocols. Indeed, in high density, messages
are queued to wait for the medium access. To bypass this
problem, we set queuing size to one message. If the queuing
is full, the message is dropped, but a neighboring vehicle will
send the same message after its contention waiting time.

The scenario consists of a simple one-way road with three
lanes and a length of 15 km. The vehicles are initially
uniformly distributed on 10 km. We increase the density
by increasing the number of vehicles from 50 to 450. The
simulation duration is 10 s.

MAC layer bitrate is 11 Mbit/s, with message length at
544 bits. The real radio range is about 550 m. Thus, we
define R at 550 m as a parameter for our protocol.
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Simulation length 10s
Length of vehicle convoy 10 km
Number of vehicles 50 to 450
MAC layer IEEE 802.11b
Radio range (R) 550 m
Bitrate 11 Mbit/s
Message length 544 bits
Message sending interval 500 ms
Maximal contention time ¢ a2 100 ms
Distance threshold dy, 170 m
Maximum initial energy Eomaqz 256
Minimum initial energy Eomin 32

Table I
SIMULATION DEFAULTS PARAMETERS

Number of neighbors discovered

0 i i i i i i i
0 1 2 3 4 5 6 7 8

Simulation time (s)

Figure 5. Number of discovered neighbor over time. The convergence
time is about 5 seconds.

The default ¢,,,, is 100 ms. The distance threshold d;,
for threshold protocol is 170 m. For our proposed protocol,
the initial energy is fixed as follows: Egnq. = 256 and
Eopmin = 32. Energy is divided by two for each new hello
message sent until F,, < Eopmin.

All parameters and there default values are summarized
in Table I.

D. Simuation results

1) Convergence time: To set simulation time for the next
evaluations, we want to know how long it takes the number
of discovered neighbors to reach a maximum, i.e., the
convergence time. This convergence time is the consequence
of our application which has a multi-hop aspect. No free
canal, error of transmit, or null energy in the message
involves message dropping. Thus, the vehicle must wait for
the next message to add the neighbor in his table.

Figure 5 shows a convergence time of about 5 seconds (ten
times the message sending interval) with 350 vehicles reach-
able. Between zero and 2 seconds, the number of discovered
neighbors increases linearly to reach about 275 vehicles.

We conclude that a simulation time of 10 s is adequate.
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Figure 6. Neighbor discovery depending to the number of reachable
vehicles. Limiting MAC buffer size allows us to improve network capacity.
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Figure 7. Average of message delivery delay depending to the number of
reachable vehicles. With a small buffer size, messages do not waiting in
MAC queue.

2) Ajust MAC buffer size: To avoid a wrong effect of
contention in IEEE 802.11b MAC layer, we evaluated a sim-
ple distance-based protocol with two buffer sizes: OPNET
default (256 kbits) and size of one message (544 bits). Thus,
either the canal is free and the message is transmitted, or the
canal is busy and the message is dropped.

We can see in Figure 6, with a buffer size at 256 kbit,
the maximum number of neighbors discovered is above 200.
But a buffer size corresponding to one message allows us
to discover more than 250 neighbors when the total number
of reachable vehicles is 300.

In addition, with a buffer size at 256 kbit, the delivery
delay explodes from 200 neighbors (Figure 7).

Limiting the buffer size implies that the message does
not wait in the MAC layer queue and the delay remains
constant when the network traffic increases. The results in
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Neighbor discovery depending to the number of reachable

Figure 9 confirm this hypothesis. For the next simulation
results, the buffer size limit is one message, except for the
flooding protocol.

3) Capacity evaluation: We would evaluate protocols
introduced in the above by varying the total number of
reachable vehicles on the road. Thus, we evaluate protocol
achievement in a high vehicular density context with and
without our broadcast scheme.

As expected, the maximum number of discovered neigh-
bors with flooding protocol is low, about 120 and SDP
protocol improves considerably the number of discovered
neighbors (Figure 8). The random-based protocols (Random
and Threshold) allow us to limit the duplication of message
forwarding in high density context (more than 250 vehicles).
Thereby, the number of discovered neighbors is greater than
with SDP protocol.

Our proposal allow an increase of the number of dis-
coreved neighbors for three of the evaluated protocols.
Indeed, messages with low initial energy do not reach all
nodes and the number of forwarded messages is lower and
the network capacity is not reached with 450 vehicles. We
can see that the maximum number of discovered neighbors is
reached by the threshold protocol. In a trade-off, the update
interval of vehicle information is less for vehicles further
away (Figure 9).

In high density context, many messages are lost. That is
why the interval update information without our proposal
grows with the number of vehicles. Our proposal prevents
this message loss by reducing the number of messages sent
by the source.

Although message delivery delay is not the main preoc-
cupation for our VANET application, Figure 10 show this
result. Random-based schemes allow to reduce the delay as
described in [9]. The threshold protocol with our proposal
is the best in terms of delay. Thus, our improvement in the
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number of discovered neighbors has no impact on message
delivery delay.

4) Optimal penalty evaluation: Previouly, the penalty has
been set at the arbitrary value 1. An optimal penality value
could be determinate with a theorical model but this is part
of our future works.

The penalty value impacts on the neighborhood discovery.
Indeed, the higher the penalty, the lower the distance traveled
by the message with the same initial energy. But, if penalty is
too low, our proposal scheme does not improve performance.

Figure 11 confirms this hypothesis. The number of vehi-
cles is set at 350. Between 1 and 3, the number of discovered
values is maximal.

To refine this value, we observe the information update
interval in Figure 12. With a penalty value between 1 and 3,
the best information update interval is with 1 and 1.5 penalty
values. Then, a value equal to 1 for the penalty is correct.
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V. CONCLUSION AND FUTURE WORKS

We have proposed a new broadcast scheme by adding
the concept of message energy. This energy value is a
generalization of the typical time-to-live value allowing us to
consider both distance from the source and the local density.
Therefore, this scheme favors the information of closest
vehicles, limits the number of forwarded messages and the
network congestion in a vehicular high density context.
These properties are adapted to VANET applications which
broadcast information (geographical position, speed, course,
type, etc.) to vehicles on the road. We have evaluated our
proposal with some other existing schemes and we improve
the threshold scheme proposed recently in a high vehicle
density context. Our future work will concern the develop-
ment of a model to compute the penalty optimal value and
initial energy values and improve neighbor discovery. We
want to go into more concerning detail message queuing
problems in the MAC layer.
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Abstract—Ubiquitous wireless sensor networks (WSNs) consist
of sensor nodes which may communicate with each other via
unreliable communication links. Furthermore, the sensor nodes
themselves may fail. Ubiquitous WSNs may be used in application
scenarios where they autonomously monitor the environment and
are only sporadically visited by the mobile user for harvesting the
collected sensor data. Thus, high availability of the measured data
is of paramount priority. But how can the mobile user formulate
this QoS requirement and how can a WSN - honoring such
a QoS requirement — be efficiently implemented? We propose
ZeDDS' a middleware and control framework for providing
high available data storage in WSNs. In ZeDDS, we assume
that the WSN is meant for collecting and dependably storing
measured data until the mobile user contacts the WSN for
data harvesting. ZeDDS enables the mobile user to explicitly
specify a particular replication strategy exhibiting a certain data
availability and energy consumption. At run-time, ZeDDS is
appropriately configured and replicates the measured sensor data
according to the replication strategy specified. We evaluate our
ZeDDS implementation in terms of write operation availability
measurements of a WSN consisting of TelosB sensor nodes using
three different well-known replication strategies.

Keywords-wireless sensor networks; distributed data storage;
data replication

I. INTRODUCTION

In application scenarios where sensor data is temporarily
stored within the WSN - instead of transferring the data
directly to a base station — data availability is an important
factor. Depending on the application scenario of the WSN,
the required level of data availability may differ. A powerful
concept for increasing data availability is data replication.
Every sensor node of a WSN that collects sensor data owns
a data object. This data object may be realized by multiple
copies of the sensor data located at different nodes, including
the sensor node that owns the object. Such a copy is called
a replica. Additional to its own data object and a replica
belonging to it, a sensor node may host replicas of sensor
data objects of other nodes of the WSN. There exist different
replication strategies for managing the replicas of a data
object. The replication strategies differ in the level of data
availability they provide and the communication costs they
generate.

Unfortunately, often, an increase in data availability also
leads to an increase in communication costs. Therefore, the
mobile user of such WSNs needs to adjust the level of data

* Supported by the German federal state of Lower Saxony with funds of the
European Regional Development Fund (ERDF), research project CogniLog.

1ZeDDs is the German acronym for “Dependable & energy-efficient data
management in WSNs”
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availability of the measured data to find a good trade-off
between data availability and communication costs. In one of
our previous works [1], we proposed a method to optimize
data availability and communication cost according to the
query workload of a WSN. This method can be used as
a decision support for the mobile user to find a suitable
replication strategy (or a combination of replication strategies)
that meets the availability and energy requirements of the
WSN application. To the best of our knowledge, up to now,
there has been no implementation of a framework for WSNs
that allows an end-user requirement-driven customization of
the replication strategy — without changing the underlying
implementation and that is flexible enough to support many
and even completely new replication strategies. Additionally,
the framework supports switching between replication strate-
gies at run-time, for instance, in order to react to modified
application requirements. In a typical ubiquitous scenario, a

Transfer query
results

Mobile user
with ZeDDS client
Sensor,

>>éﬁ

s | [

0 [4

Mobile,
base
data

reads ey vy rd

Fig. 1: Application scenario with mobile base station

mobile user deploys a WSN in the environment for monitoring
an environmental phenomenon (Figure 1). A sensor node of
such a WSN consists of a micro-controller, a limited amount
of memory, multiple sensors, energy supply, and a wireless
transceiver. The wireless transceiver allows the sensor nodes
to communicate with each other and with a unique mobile
base station. The mobile base station, e.g., a hand-held device
or notebook, is carried by the mobile user for the purpose
of harvesting the sensor data of the WSN. Thus, the mobile
base station is only sporadically connected to the WSN,
for example, as long as the mobile user moves within the
communication range. The mobile base station is the primary
interface of the mobile user to the WSN. With a particular
client running on it, the mobile user has the ability to configure
the WSN in terms of a suitable replication strategy. The user
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can further initiate measurements by (1) instructing the WSN
what sensor data must be recorded and how long the recording
should last (i.e., the user issues a corresponding query for
sensor data). Then, the mobile user “disconnects,” i.e., he or
she leaves the communication range of the WSN. On return,
he or she can (2) gather the results that were recorded during
his or her absence. The WSN’s task in the meantime is to
dependably store all collected sensor data during that time
frame and keep it “ready to be harvested” by the mobile user
with high probability at any time. Thus, the data must be
managed in a highly available fashion until the mobile base
station reconnects. More precisely, our application scenarios
exhibit the following system requirements:

1) replication strategies can be specified and even changed
at run-time without altering the framework implementa-
tion, i.e., “reprogramming the whole WSN,”

2) the framework should be able to support multiple sensors
per sensor node,

3) sensor data should be stored on the sensor nodes
themelves,

4) sensor data can be erased after harvesting, and

5) at least one query should be allowed to be effectuated
at every sensor node at any time.

In fulfillment of these requirements, we propose ZeDDS: a
middleware and control framework for providing available data
storage in WSNs. In ZeDDS, the WSN dependably stores
measured data as long as the mobile user has not harvested it.
ZeDDS enables the mobile user to specify a replication strat-
egy that exhibits a desired, sufficiently high data availability
and sufficiently low energy consumption. At run-time, ZeDDS
replicates the measured sensor data according to the specified
replication strategy. The evaluation of our implementation is
done by measurements of the write operation availability on a
WSN consisting of TelosB sensor nodes using three different
replication strategies whose availabilities and message costs
are well-known.

The remainder of this paper is organized as follows: In
Section II, we introduce basic concepts and terminology as-
sociated with data replication and (data) replication strategies
as it is used throughout the paper. In Section III, we review
related work on different approaches for distributed data
storage in WSNs employing data replication. In Section 1V,
we describe the ZeDDS architecture and explain adapted
SQL command syntax and semantics used for controlling the
ZeDDS framework. Furthermore, in Section V, we validate our
implementation by measurements of write operation availabil-
ities of three different replication strategies on a WSN existing
of TelosB sensor nodes. Finally, Section VI concludes the

paper.
II. PRELIMINARIES

In this paper, we consider WSNs with n sensor nodes and a
unique (mobile) base station. At any particular point in time, a
sensor node is either in failed state (i.e., “down”) or in working
state (i.e., “up”). The average behavior of a sensor wrt. to up
and down time periods, the so-called node availability p, is

given by as follows:
B MTTF 0
b= MTTF + MTTR’

where MTTF is the mean time to failure and MTTR is the
mean time to repair. For simplifying purposes, we assume
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that the node availability of every sensor node is identical.
Operations are either read or write operations. A read opera-
tion is the reading of stored sensor data from the WSN and a
write operation writes measured data to the WSN data storage.
Operations are initiated by a query, that specifies on which
sensor node operations are executed and how long and how
often they are executed. The availability of the write operation
can be approximated by A,,, calculated as follows:

number of successful write operations

~ total number of write operations tried ’ @
The availability of the read operation can be approximated
by A,, calculated correspondingly. For different replication
strategies closed formulas for the operation availability are
known (see [2]). They, in general, depend on a strategy-specific
parameter set, the total number of nodes n and the node
availability p

A = f(parameter set,n,p). 3)

As an example, a read operation for extracting all sensor data
should be issued by a base station to a WSN consisting of
n = 3 sensor nodes. Within the WSN, the sensor data is
read and written according to the Majority Consensus Strategy
(MCS) [3]. The operation availabilities are compared with the
corresponding operations of a WSN not using replication. With
MCS, at least two sensor nodes must be read (written) in order
to guarantee consistency of the sensor data read (written).
Without replication, all sensor nodes have to be read because
every sensor node hosts only its local data. The availability of
the read operation with MCS replication can be calculated by

the following formula
2 (k) g

k=T

MCS _
Ay =

(1=p)" k. 4)

For the availability of the read operation without replication
AWe, all three sensors must be available. Thus, the availability
is calculated by A¥° = p3. Figure 2 shows that using MCS,

p=0.6

s
@@

Read data from 57 ..

Read data from S1...53

Ave = p? =0.216 AMCS = (.648
(a) Sensor read without repli- (b) Sensor read with MCS
cation replication

Fig. 2: Comparison of operation availabilities

the availability of the read operation (Figure 2b) is three times
higher than without replication (Figure 2a). The reason is that
using MCS, one sensor node is allowed to fail (Figure 2b) and
the read operation still remains available. Without replication
all sensor nodes must be available for data harvesting.

For evaluating ZeDDS, the MCS [3], the Grid Protocol [4],
and the Tree Quorum Protocol (TQP) [5] are used.
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The Grid Protocol arranges the sensor nodes as a (logical)
grid structure, e.g., a 3x3 grid. Then, for the read operation,
a complete column must be locked. For a write operation, a
complete column and at least one node of every column must
be locked (i.e., five nodes for a 3x3 grid).

TQP uses a tree for logically arranging the sensor nodes. For
a read operation, the root node must be contacted (and locked).
If this fails, then a majority of its children must be contacted.
If some of the children have failed, then the majority of the
children of the failed children must be contacted. This process
is repeated recursively until the leaf nodes are reached. For
a write operation, the root node and a majority of its child
nodes must be contacted as well as a majority of the child
nodes children. This process is also recursively repeated until
the leaf nodes are reached and a majority on every level of
the tree has been contacted.

Every set of nodes that, depending on the particular repli-
cation strategy used, fulfills the conditions for replica collec-
tion is called a read quorum or write quorum, respectively.
Furthermore, note that closed solutions for the calculation of
write and read operation availabilities of MCS, Grid and TQP
exist (see, for example, [2]).

To support a variety of replication strategies, General Struc-
tured Voting (GSV) [6] has been introduced. With GSV, repli-
cation strategies are modeled as directed acyclic graphs. These
graphs, called voting structures, consist of physical nodes
representing a replica each and virtual nodes for grouping
purposes. Each node is associated with a number of votes.
With the help of votes, quorums for read and write operations
can be derived. To derive a quorum from the voting structure,
votes are collected from the nodes. A physical node directly
provides its vote if it is up and not locked in a conflicting
manner. For a virtual node, votes are first collected among its
children and a vote is only provided if enough votes could be
collected among them. If enough votes could be collected for
the voting structure’s root node, then all the replicas of the
participating physical nodes form a quorum of the requested
operation. Figure 3 shows a voting structure for MCS. The root

Ry..3

2,2

1
0,0

1
0,0

7]

&l (7]

Fig. 3: A voting structure for MCS with three nodes

node requires two votes for both a read and a write quorum,
while each of the physical nodes has a single vote assigned.

III. RELATED WORK

The first implementations of SQL-like query mechanisms
for WSNs were Cougar [7] and TinyDB [8]. Cougar and
TinDB model a WSN as a database and implement filters on
the sensor nodes. This allows processing of the sensor data
close to the source of the sensor data and reduces the need to
transfer raw sensor data that is filtered out in a later step across
the network. TinyDB implements a so-called Acquisitional
Query Processor (AQP) that reduces the energy consumption
of queries. For example, the AQP composes multiple queries
into one query in order to save communication overhead. Al-
ternatively, the sequence of operations having different energy
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costs is reordered in a way that the cheapest operation is used
first to decide whether an expression is valid. For example, the
expression (IF expensive sensor > 100) AND (cheap sensor
< 50) THEN read out sensor X) is reordered such that the
cheap sensor is queried first.In the middleware Sensceive [9]
sensing is separated from the network management to allow
the end user to focus on the sensing instead of being concerned
with networking details. Sensceive also uses SQL-like query
mechanisms. SwissQM [10] and Corona [11] implement a
virtual machine on the sensor nodes. SwissQM provides a
generic high-level framework for tasks typical in WSNs, e.g.,
event-processing, data pipelines and finite state automata. SQL
can be uses as query language but other query languages
are also possible, e.g., XQuery. Corona [11] uses an adapted
SQL and runs within a Java virtual machine on the Sun
SPOT platform. Corona is multi-user and multi-query capable
and minimizes sensor activations in WSNs by caching sensor
values and attributing them with a freshness value. Corona is
able to guarantee a freshness level of read senor data. Senceive
and SwissQM are available as TinyOS 2.x implementations.
Corona requires a Java-VM.

Data replication strategies are well-understood in classic
distributed systems. In WSN research, though, data replication
is still in its infancy. For example, in [12], [13], and [14], only
simple Read One Write All (ROWA) strategies are used. In
[15] growth codes are used instead of replication to increase
the persistence of sensed data. A Quorum-based approach for
replication of service directories in WSNs is shown in [16].
A middleware comparable to ZeDDS is shown in [17]. Here,
a WSN is used to store data persistently.

IV. ARCHITECTURE

In this section, we describe the layout of our middleware
and control framework ZeDDS.

A so-called client application is running on the mobile
base station. It is responsible for parsing a user-initiated query,
interpreting it and sending the resulting commands to the
sensor nodes addressed in the query. The client application
parser internally generates simple message objects from the
query. From these objects a Message Creator generates the
necessary messages (Figure 4) to control the node application.
The ZeDDS-BNF (BNF stands for Backus Naur Form) is

QueryTextField
SELECT * FROM 2 START IN 25 WHILE 10s SAMPLEPERIOD 25 QUERYID 1;

Query-String

SimpleMessageObject tinyos.Message

ZeDDS Parser Message Creator ZeDDS Sender

Send message
through socket
SimpleQueryObject

or
SimpleStrategyObject

Fig. 4: The client application parsing process

comparable to the BNF of the Corona Project [11] or TinyDB
[8] — but adapted to our requirements, i.e., to our need
of specifying and controlling replication strategies. A query
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is specified using a variant of the classic SELECT-FROM-
WHERE statement having the usual semantics. Our adaption
includes commands and options for

¢ spec. an interval in which sensors should be sampled,

« filtering sensor data,

« killing queries,

« switching replication strategies,

« collecting statistical data, and

o receiving the results of a completed query at the mobile
base station.

The most important command is STRATEGY used for repli-
cation strategy switching. Using this command and followed
by the name of the chosen replication strategy as well as
the keyword TO accompanied by a node id, the strategy for
the particular sensor node is configured. The strategies are
defined in the form of voting structures (refer to Section II),
that are stored in separate text files. With this mechanism, new
replication strategies can be easily integrated. The STATISTIC
command, followed by a node id, allows the gathering of
statistical data, e.g., the battery state of the node or the number
of messages sent and received. The KILL command followed
by QUERYID allows to stop a running query and deletes
the related, stored data. Results of a completed query can be
harvested using the GET command followed by a particular
QUERYID.

A query is constructed similar to a SQL query. As an
example, a query involving all sensors of node with id 2,
a sampling period of 2 seconds and an overall sampling
duration of 10 seconds is shown in Listing 1.

SELECT = FROM 2 START IN 2s WHILE 10s
SAMPLEPERIOD 2s QUERYID 1;

Listing 1: QuerySet 1

The START IN option allows an additional specification
of a start delay (being 2 seconds in the example). Using
QUERYID, a unique id is associated with the query. This id is
subsequently used for managing the query, be it in the scope
of a KILL command or for harvesting the collected data using
a GET command. A query can additionally be attributed by
a filter or an aggregation operator. Such a filtering query is
shown in Listing 2.

SELECT = FROM 1 START IN 2s WHILE 32s
SAMPLEPERIOD 5s QUERYID 1 ADVANCED
FILTER 22.3 < temp;

Listing 2: QuerySet 2

Here, the keyword ADVANCED FILTER followed by a value
and a comparison operator configures the filter to only deliver
values from the temperature sensor lower than 22.3 degree.
An aggregation query is shown in Listing 3.

SELECT temp FROM 1 START IN 2s WHILE 30s
SAMPLEPERIOD 2s QUERYID 2 ADVANCED SUM temp 2;

Listing 3: QuerySet 3

For this kind of query, SQL aggregation operators like sum
(SUM), average (AVG), minimum (MIN) and maximum
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Fig. 5: Architecture of the mote application

(MAX) can be chosen. Additionally, the type of the sensor
must be specified as well as the size of the window, i.e.,
the size determines the number of sensor measurements to be
considered for the aggregate operation. In our current imple-
mentation, the window size is limited to eight measurements.

The Sensor Node Application

The sensor node application is implemented as a TinyOS
application and is therefore running on sensor nodes, such as
TelosB. As communication layer, the (multi-hop capable) Blip
[18] (Berkeley IP v1.0) stack of TinyOS 2.1.1 has been used.
Due to the high complexity of the sensor node application,
the application was divided into “task-oriented” TinyOS com-
ponents connected via predefined interfaces. The components
are the QueryHandler, the Filter, the SensorDataCapture,
the DataReplication, the StorageHandler, and the Strate-
gyHandler (see Figure 5). An additional advantage of the
high modularization degree is, that we were able to develop
variants of the modules with different memory footprints
(note that TelosB is limited to 48KByte of Flash memory).
For example, the filter component exist in two versions, one
having extended functionality and a large memory footprint
whereas the other one exhibits reduced functionality but a
small memory footprint. Components have different tasks to
perform in the different phases of ZeDDS, as decribed next.

Query Phase: If a query is sent from the client, then
it will (Step 1) be received by the node’s QueryHandler
component. This component is responsible for starting, stop-
ping and killing queries. The QueryHandler passes the sam-
pling period information to the Filter component via the
QueryTimer interface, and the sensor types and the filtering
options via the QueryConfig interface (Step 2). The Filter
component configures its filter or aggregation functions with
these options and forwards all the other information to the
SensorDataCapture component (Step 3). This component
starts the measurement with the requested sensor types and
the configured sampling period information (Step 4). For each
set of sensor data, it hands back the acquired measurement
data to the Filter component via the Replicate interface (Step
5). After the data is filtered, it is handed on via the Replicate
interface to the DataReplication component (Step 6). The
DataReplication component assigns an index to the sensor
data and requests a quorum from the StrategyHandler compo-
nent via the Quorum interface (Step 7). The StrategyHandler
then builds a quorum based on the configured strategy (Step 8)
and hands it back to the DataReplication component (Step 9).
Then, this component attempts to replicate the data (Step 10)
using a two-phase commit protocol. If the attempt fails, then
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it returns to Step 7. If the attempt is successful, then the node
application starts the next measurement by resuming Step 4.
These measurement steps are repeated until the query ends. If
a node is configured for replication and is part of a quorum,
then its DataReplication component will store measurement
data received from other nodes as well as local measurement
data by using the Storage interface from the StorageHandler
component. This component is responsible for the memory
management on the sensor nodes.

Query Result Phase (Harvesting): If all sensor data
measurements specified in a query have been completed,
then the results can be gathered by the base station. The
GET command, issued by the base station, is received by
the QueryHandler component. The QueryHandler compo-
nent acknowledges that the query has ended. If such an
acknowledgement has been received by the client application,
then a read quorum is constructed by the client application.
The client application then sends a request for data to the
nodes of the read quorum. These request are handled by the
StorageHandler component which sends the collected sensor
data back to the client application.

Maintenance Phase: If no query is running, then the
replication strategy may be changed by sending a new voting
structure to the sensor nodes StrategyHandler component.
The voting structure specifies the quorum building process. If
the QueryHandler receives the kill command, then it reini-
tializes the DataReplication component and terminates all
running measurements in the SensorDataCapture component.
Subsequently, the client application sends a quest to all nodes
with replicated data for deleting their stored measurement data.

V. EVALUATION

For the evaluation of ZeDDS, we extended the ZeDDS
architecture by a software component (the so-called Statis-
ticHandler) that lets the sensor nodes fail with an adjustable
probability of (1 — p). Failures were simulated by the nodes
on-the-fly meaning that a failed node did not take part in
the quorum building operation for a particular number of
rounds determined by the random number generator (RNG)
of a sensor node. For synchronization reasons, in the scope of
our experimental evaluation, we measured time in rounds. In
particular, we used one round as the minimal time period for
which a sensor node might fail if failed at all. The functionality
was as follows.

The client application starts the round by triggering the
RNG of every sensor node, except the node in charge of
writing. The latter one does not fail in the scope of the
evaluation. The RNG decides if the sensor node is in failed
state or in working state. If the node is in working state, then
it takes part in the replication process — otherwise it does
not. After that, the client application submits one query with
one write operation to the unique writing node. Depending on
the success of the operation, the writing node increments a
counter for the number of failed write operations wfq;1eq that
belongs to the statistical data collected. Furthermore, a counter
of the total number of write operations w;,t,; (Statistical data)
is incremented. Finally, the replicated data is deleted and this
particular round is finished. After a number of those rounds,
the statistical data is retrieved from the sensor nodes and
the write availability is calculated according to the following
formula.

Aw _ Wiotal W failed (5)
Wtotal
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We assumed exponential distributed time periods between
the points of repair and the points of failure. The exponential
distribution was derived through inverse transformation of a
normal distribution [19]. In our experiments, MTTR was set
to 1 round for minimizing overall measurement time. Having
a fixed MTTR, using Equation (1), different values of p were
be obtained simply by varying the MTTF value.

Measurement Setup: For the measurements, we used a
setup with 11 TelosB nodes and a PC with the ZeDDS client
application running on it. The 11 TelosB nodes subsumed
one sensor node that acquired sensor data and replicated them
according to the specified replication strategy (the writing node
had no local replica), nine sensor nodes that were used by the
replication strategies as replica storage and one IP-Basestation
that was needed as IP-Gateway for Blip. The measurements
were done using multi-hop communication being enabled.

1 1

T T T T T T e
09 Prmeasured ~ |{ 0.9
Standard deviation  x

08 {08
07 | {07
5 5
Rl i 106 5
8 o5 IrCHHIE e ol o5 S
Z 04f - Jo04 %
g k!
2 03 103 §
= w
02| {02
"
0.1 b= 1 o
p
0 0

-0.1

. . . . . . . . . 0.1
0 100 200 300 400 500 600 700 800 900 1000
Rounds

Fig. 6: Stabilization measurement of the random number

generator

Before we started the measurements, the number of rounds
necessary to ‘“‘stabilize the RNG” was determined, i.e., the
number of rounds needed to get the standard deviation of the
RNG for a node availability p = 0.5 down to a stable level,
was measured. For this, we let the RNG on one node run for
1000 rounds and repeated the measurement 10 times. Then, we
calculated the mean, minimum and maximum values (Figure
6, upper graph) as well as the standard deviation (Figure 6,
lower graph). It can be seen that the RNG of TinyOS needs
approximately 200 rounds “to get stabilized to a standard
deviation of 0.03.” For accounting the stabilization of the
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Fig. 7: Majority consensus with nine nodes
RNG, we let the measurements run for 300 rounds and took
the write availability A,, of the last round as a stable value.
The measurements were done for the strategy MCS with nine
nodes, for TQP with four nodes and for Grid with, again, nine
nodes. We varied the node availabilities p from 0.1 to 0.9 (in
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0.1 steps). For every step, the write availability was measured
within 300 rounds. The measurements for every strategy were
repeated five times and from the results, we calculated the
mean, the minimum and the maximum value and plotted them
as error bar together with the corresponding analytical values
for write (and read) availabilities (as shown in Figures 7, 8 and
9). For MCS with nine nodes, the read and write availabilities
are identical (see Figure 7).
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Fig. 8: GRID protocol with nine nodes

The measurement for a single run of a single replication
strategy took five hours. Five repetitions accounted for 25
hours and for all three strategies an overall measurement time
of 75 hours was needed. An additional measurement of the
read availabilities would have doubled the measurement time
— thus, we decided to restrict our analysis to the write operation
in the scope of this paper. The measured write availabilities A,,
for all three strategies correlate very well with the analytical
results and we consider them sufficient to validate our ZeDDS
framework. The deviation from the theoretical values stem
from the still existing residual of the node availability at 300
rounds (Figure 6, lower graph) and the systematic error that
is introduced by the fact that our time unit is a round (and
thus, time must be natural multiplier thereof): RNG delivers
fractional round numbers that are mapped to multiples of one
round. Furthermore, occasional communication errors during
the measurement may further introduce inaccuracies.
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Fig. 9: TQP with four nodes

VI. CONCLUSION AND FUTURE WORKS

In this paper, we presented ZeDDS: a middleware and
control framework for providing high available data storage
in WSNs. In ZeDDS, a WSN has the task to dependably
store the measured data as long as the mobile user has not
returned to the WSN for data harvesting. ZeDDS enables the
mobile user to specify a replication strategy that has a known
availability and energy consumption. At run-time, ZeDDS
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replicates the measured sensor data according to a specified
replication strategy. We described the ZeDDS architecture and
the adapted SQL commands to control the ZeDDS framework.
Furthermore, we successfully validated our implementation by
measurements of the write operation availability on a WSN
consisting of TelosB sensor nodes using the MCS, TQP and
Grid Protocol replication strategies. As future work, we plan
to extend the measurements to read operations. Furthermore,
we plan to also measure of the overall energy consumption
per replication strategy.
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Abstract— The vast proliferation of wireless networking
devices, coupled with the trend for short-range
communications in dense residential environments,niposes
new challenges for the efficient addressing of prdéms
resulting from co-existence of heterogeneous devie(e.g.,
interference) under capacity and energy constraints This
paper proposes and evaluates a cooperative distrited
algorithm for power control and interference mitigation based
on ad-hoc communication of heterogeneous yet peer
networking devices, driven by enhanced situation asreness
and learning capabilities; the learning capabilities evolve the
way a network element perceives its environment. Thgains of
this approach are highlighted through its applicaton in WiFi
APs. The results reveal that the introduction of larning
capabilities in cooperative power control leads tonterference
mitigation while introducing minimum overhead in the
network nodes.

Keywords— co-existence; interference mitigation;operative
power control; learning; data mining.

l. INTRODUCTION

The acute proliferation of wireless networking aeg
enables “anytime” and “anywhere” communicationsisTh
trend together with large scale deployment of logfeneous
radio access networks in short range context (pies;cells,
etc.) and in dense environments (i.e., residerdiaas)

impose the need for developing mechanisms addrgessi

issues related to co-existence in an efficient waapacity
and energy efficiency impose different constraiimtsthe
system whereas the mentioned co-existence resultégh
interference levels.

In such communication environments, power contro

mechanisms can be utilised to mitigate interferenoe
enable reduced power consumption,
lifetime, reduced cost, improved reliability andeoal utility
from the network perspective and, at the same tim
improved QoS from the user perspective. Given theogs’
heterogeneity and diversity, such mechanisms shbeld
developed following a cooperative and distributadagdigm.

In this paper, a cooperative and distributed atgoriis
presented and evaluated for addressing
mitigation through power control among the netwogki
devices which participate in the optimization pichoe. In
fact, the algorithm provides considerable enhancésnand
extensions to existing algorithms for cooperativewer
control [1][2], so as to further strengthen sitaatawareness,
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extended batte

€

interferen

environmental perception, and knowledge-based idecis
making. Specifically, the proposed solution is &aille to
short-range wireless networking environments, where
heterogeneous devices belonging to different onaerable

to exchange interference and power information thus
exploiting inherent ad-hoc communication capaletiti
Moreover, the algorithm deploys learning capabtitto the
devices in order to facilitate the evaluation of threvious
decisions and better interpret the environment itiomd.

The rest of this paper is structured as follows:tiSe Il
presents proposed solutions available in the titeea
Section Il provides background information regagdfuzzy
logic and k-Means; in Section IV, the baseline mefiee
algorithm for cooperative power control is brieflgscribed.
Section V presents the learning-assisted algorithyn
providing the case study which has been developeithe
context of this paper whereas the proposed learning
framework is described thoroughly afterwards fokalwby
the presentation and analysis of the experimersiilts.
Finally, Section VI concludes the paper.

II.  RELATED WORK

The cooperative transmission power control adjustem
has attracted the interest of researchers, giverbémefits
stemming from the introduction of power control sctes;
thus several solutions have been proposed intdratlire. In
rL3], Sun et al. propose to formulate the power @t
problem using a non-cooperative game; the solution
converges once Nash equilibrium [1] is reached. Stretegy
for the transmission power identification is retht® the
Shannon capacity [10] on the one hand and the gnexgte
Idue to the caused interference on the other. In 44
algorithm that allows for transmission power and
%r/ansmission frequencies to be chosen simultangadogl

ognitive radios competing to communicate oveegdency
spectrum is being proposed; the solution is basedao
cooperative game theoretic approach. The aim of thi
solution is to reduce the sensed interference bynlyna
considering the negative impact of every user t® it
neighborhood. In [5], a cooperative game-theoretic

echanism for optimizing power control is also megd. In

is solution, issues such as network efficiency aser
fairness are seriously taken into account in otdaptimize
a SINR-based utility function. In [6], Bennis andyato
propose a reinforcement learning framework (i.earning
through trials and errors) for interference avomam 3G
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networks where a femto BS/AP gradually learns htw, betweenx, and the cluster centie The partitioned groups
adapt the channel selection strategy until reachingre defined by using a membership matrix describethe
convergence by interacting with its local enviromme variableU. Each element); of this matrix equals to 1 if the

Finally, Dirani and Altman in [7], propose a sobrti that
addresses the problem of inter-cell interferenagdioation

on OFDMA wireless networks by enhancing a fuzzy

inference system with a reinforcement learning gaork.
This framework aims at dynamically adjusting poveer
parts of each base station’s bandwidth, in ordeotdrol the
interference it produces to its neighboring cetisthis paper
an algorithm described in [1] and [2] is being et

enhanced; the key idea is to strengthen the alilab

solutions with learning capabilities so as to inéég in the
cooperative power control
perception. The proposed solution is based on aidyb
model which exploits the merits of fuzzy logic addta
clustering.

I1l.  BACKGROUND

A. Fuzzylogic

Fuzzy logic is an ideal tool for dealing with cormpl
multi-variable problems; the nature of the decisimaking
mechanism makes it very suitable for problems wwitien
contradictive inputs. A fuzzy reasoner consists tiofee
parts, namely:
The fuzzifier, which undertakes to transform the

input values (crisp values) to a degree that thes

inputs belong to a specific state (e.g. low, medium
high, etc) using the input membership functions.
The inference part, which correlates the inputs an
the outputs using simple “IF...THEN...” rules. Each
rule results to a specific degree of certaintyeach
output; these degrees then are being aggregated.
The defuzzifier, where the outcome of the

abovementioned aggregation is being mapped to the
degree of a specific state that the decision maker

belongs to. Several defuzzification methods exist

taking into account all the rules, and is calcudate
using the following mathematical formula:

Juse ()

Ugos = @)
[ 1 (u)du

B. k-Means

k-Means is a well known data-mining clustering
technique. The core idea of data clustering isauiton a
set of N, d-dimensional, observations into suchupsothat
intra-group observations exhibit minimum distandesm
each other, while inter-group distances are maxchi-

Means [8] is based on the following objective fimact

1-%a-3( % k-l
i=1 k %G
wherec is the number of clusters; is the 1! group,X is the

c

2

i=1

)

k™ vector in group and represent the Euclidean distance
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scheme enhanced situation

él] :

[ ]
e
the most popular is the centroid one, which returns
the center of gravity of the degrees of the outputs

specificj” data pointx; belongs to cluster i, and 0 otherwise.
The elemenu;; is analyzed as follows:

U. =

ij

1, ifoj -G HZSHXJ —ckHz, for eachk#i
0, otherwise 3)
This means tha{ belongs to group if ¢ is the closest of all
centers.

IV. COOPERATIVEPOWERCONTROL- BASELINE
ALGORITHM

In this section we describe the baseline algoritin
proposed on [1] and [2]; both approaches proposehame
for distributed interference compensation in CdgeiRadio
that operates in license exempt spectrum bandssdlbdon
concerns ad-hoc networks and is based on an infanma
exchange scheme towards the identification of the
appropriate transmission power levels. Each indegen
node of the topology sets its power by consideirag/idual
information as well as information related to treéghboring
nodes. More specifically, a node sets its poweelldwy
considering its Signal to Interference plus NoisatidR
(SINR) and the interference caused to its neighbdhe
main idea of this approach is to prevent usersperaie in
the maximum transmission power levels.
€ The authors assume a set of node pairs L that tepiera
the same frequency. The SINR for tfiepair is given below

P h,
no+z pth,.

j#

7(p)= @

Where

p’: transmission power for useon channek

hii: link gain between receiver and" transmitter

n, : noise level (equals 7

pkj: transmission power for all other users on channel
k, assuming that £{1,2,...,L} and j#

hi:: link gain between'i receiver and'} transmitter

It is also assumed that the channel is flat-fadétont
shadowing effects. Since the channel is static, dhly
identified attenuation is the path ldsgchannel attenuation
or channel gain). Given that indoor urban environtsere
considered, the channel gain hig = d;°, whered is the
distance between th8 jransmitter and thé'ireceiver.

The decision for the transmission power levels sdké&
account the negative impact (i.e., interferencea oiode to
its neighboring nodes. This is formalized using &@n 5
which captures the notion of interference priceghsprice
reflects the interference a user causes to ottees ugthin its
transmission range and is given by:

.Uy (p)
i a(z p:( hji)

j#

(5)
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where,

e u(vi(P)=6ilog(yi(p%)): logarithmic utility function,

e 0;: user dependent parameter.

Both of the algorithms presented in [1] and [2] based

Moreover, it would be a major benefit for the netiwo
administrators to enable network elements to evitleevay
they interpret their environment; this could beiacbd by
changing the shape of the input membership funstidm

on a tradeoff between the capacity of a user aral thorder to tackle the static definition of the sitoat

interference caused to the corresponding neighlookhbhis

perception, we propose a feedback based learningmse

balance is being captured by the following objextiv that evaluates how the network performed after a

function:
uz(PY-a-pXxh, ©

The first part indicates a relation to the Shancapacity
for the corresponding user, while the second mptuwes the
negative impact in terms of interference prices thaiser
causes to its neighborhood. Taéactor is introduced so as
to capture uncertainties in the network; these maigies
are related to how correctly each network noderbasived
and compiled information regarding the interfereqcie
which should have been available by the node’shixics.
This is related to the fact that once a networknelat adjusts
its transmission power it informs its neighborsaim ad-hoc
manner. This implies that even though a networkneld
has collected information from all of its neighbarrder to
adjust its transmission, the gathered data couldbselete
and, as a consequence they will not capture theerdur
neighborhood’s state. The obsolescence of thefémezrce
prices is related to the update interval (i.e., fregiodic
update) of each network element. In [d]is set in a static
manner as 25%. In [2] a fuzzy reasoner is introducerder
to identify, in a more dynamic way, uncertainties the
network based on the network’s status; the inpuisnper of
users, mobility, update interval) of the fuzzy @ capture
the volatile nature of the ad-hoc network, whettbasoutput
of the fuzzy reasoner is ttheterference Weight. Thea factor
is defined as P Interference Weight + 1p( has the
maximum value of the Interference Weight).

transmission power adjustment, in terms of therfietence
prices.

V. LEARNING ENHANCED COOPERATIVEPOWER
CONTROL FRAMEWORK

A. Case Sudy

In this paper, we apply the previously describddtgm
in WiFi networks for the interference mitigation. oké
specifically, we suggest that the WiFi APs showdperate
in order to minimize the caused interference byustiig
their transmission power. In the envisaged topolegy
assume the presence of several WiFi APs locatethen
considered area. These APs communicate via wiréldss
in order to exchange their interference valueseBas these
values each network element adjusts its transnmigsiover
(Figure 1).

Given the assumption that the APs communicate
asynchronously and each one might have its locaity-
update interval, it is possible that the APs araware of the
current network’s status (from the messages exa)ai@is
implies that the use of the fuzzy reasoner is @& in
order to capture the uncertainties [2]; the newliegtion
area though, poses the need for modification ofitipats
and the inference engine of the fuzzy logic cotgrolThus,
the number of the WiFi APs in the vicinity, the noen of
users in the vicinity (associated to WiFi APs) dinel update
interval are used as inputs of the fuzzy reasortes. way a

The algorithm consists of three steps, namely, th&€twork element perceives its environment is basedhe

initialization, the power update and the interfeerprice
update. The former is related to the introductidrindial
valid transmission power and interference pricaiesl The
second concerns the transmission power update loasta
interference prices each node receives from itghheirs.
Finally, the latter captures the communication ¢ i
interference prices to the neighborhood, by evestwark
node. The second and the third steps are asynalsigno
repeated until the algorithm reaches a steady $iate a
state where every network element has
transmission power for two consecutive time iterag).

The main deficiency of the afore-described scheme i

related to the static definition of the environméne., a
factor that captures the network’s dynamics). Eirerthe
case where the fuzzy reasoner is used for captutieg
uncertainties in the network, the environment jmtetation
model (i.e., membership functions of the fuzzy oe&s) is
static. More specifically, in the latter case, #revironment
interpretation is based on expert’'s knowledge andduced
to the network elements by its input membershigtions.
This implies that all network elements that have Hame
configuration have the same situation perceptionwves.
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the same

input and output membership functions. As in [Bg tnputs’
membership functions initially are set to have ngalar
shape.

Ad-hoc link
WiFi AP

@

Figure 1 Envisaged network topology

Table | provides the rules of the inference of tinezy
reasoner. The most crucial input for the decisioaking
process is the update interval. The latter depitis
frequency of the information updates about therfiatence
price of a network element to its neighbors.
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TABLE I. RULES OF THEFUZZY REASONER Tx Power adjustment Tx Power adjustment
Rule Num of Num of Update | Interference
Number| WiFi APs Users Interval price T T
1 Low Low Low Low A A
2 Low Low Mediurr Low I T! i1
3 Low Low High Medium I ped
4 Low Mediur Low Low Figure 2 Timeline for Interference calculation arahsmission poer
5 Low Medium Medium Medium adjustment
6 Low Medium High Medium
7 Low High Low Medium The input vectorZz”; (i.e., num of WiFi APs, num of
8 Low High Medium Medium users, update interval) of each network elemenbeimg
9 Low High High High evaluated against a predefined fuzzy inferenceesysind
10 Medium Low Low Low results to amm value which, in conjunction to the interference
11 Medium Low Medium Medium prices, is used for the calculation of the optimum
12 Medium Low High High transmission power. Comparing the interferenceegricist
13 Medium Medium Low Medium before the initiation of'l the transmission power adjustment
14 Mediur | Mediur | Mediumr Mediunr and the (i+1Y we label the decision accordingly(i.e.; ¥
15 Medium Medium High High beneficiary, neutral or non beneficiary). The congmm is
16 Medium High Low Medium done using the Euclidian distance metric. This edoce
17 Medium High Medium Medium results to a sety of labeled decisions which have been
18 Medium High High High correctly labeled (at a great level of certaintyjouigh the
1¢ High Low Low Mediunr afore-described phase. Table Il presents the kéytpof
20 High Low Medium Medium monitoring/labeling part of the developed algorithm
21 High Low High High
22 H|gh Medium Low Medium TABLE II. MONITORING/LABELING ALGORITHM
23 H_|gh Meq|um M§d|um M.ed'”m Input: Approximation Parameter g, Sample Size N
24 High Mediunm High High - .
5 High High Low Medium Output: Set of observations S
2€ High High | Mediun High 1. O
27 High High High High 2. i=0
] 3. while true
B. Proposed Algorithm 41 i+
The proposed learning algorithm consists of thradsp 4.2 Retrieve vectorZ and IP’;
namely, the monitoring/labeling, the classificatiand the 4.3 a; € fuzzy logic ({# WIiFi APs, # Users,
adaptation of the fuzzy reasoner. Each network efgrthat Update Interval})
is part of the network monitors its own environmegnery 4.4 Calculate Tx power
time that the network elements collaboratively et in 45 Wait for Z'i1; and 1Py,
transmission power adjustment, their interferenceep are 4.6 Calculate®™®,,
being compared to the previous ones and the inezrte 4.7 If (P - ™P <€) — Y;=Neutral
factor calculations are being labeled as: Else (liécton_ ; |féctm_+l| >¢) and ([éctm_ .
* Beneficiaries: for the decisions that led to reftuct 30T 5 0)—» Y, = Beneficiary
of the interference value caused to the neighboripg joctor _jfactor ector
network elements Else (i - I "l >2) and (77
_ ' . . |2t < 0)— Y;= Non Beneficiary
e Neutral: for the decisions that led to simila 18 SCSUTZ PV
interference values, thus the decision could not be—— {27, 0,
characterized either as correct or wrong, S, return S

¢ Non Beneficiaries: the decision led to an increafse
the interference value caused to the neighborin
network elements.

More specifically, periodically, the network elenten
cooperatively identify the optimum transmission gow
using the methodology described in Section 1V;ithetive
procedure requires finite number of steps (i.eximam 30
iterations). Before every periodic transmission pow
adjustment, the interference value is being compéoethe
value before the last transmission power adjustr(feigure
2).

On sequence, we formalate three clusters using the

gi’abeled data in order to exclude the misclassfigth drom

the previous step; the clustering is performedgi&iMeans
(Table 1I). Thus, each network element maintainseg of
three clusters, one for classifying every decidigpe. By
representing each cluster to a 3D grid we map elaster to

a geometrical object (i.e., spherg &ach sphere is centered
at G=2,'“'5/|C| and has radius;Bnax.,“||CE-S||.
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TABLE IIl. K-M EANS AND GEOMETRIC BOUNDS CALCULATOR
PROCEDURES
Input: Set of observations S, Cluster Size k
Output: Set of Bounds B
1. B<O
2. {Ci, R} = k-means(S, k)
3. B = Geometric_Bounds((R)
4. return B

For each couple of clusters i, j, the cluster asnt&,

Enhanced Cooperative Power Control Framework we hav
conducted a series of experiments that materialize
benefits from the introduction of the learning stiee The
modified version of [2], is used as the baseline tloe
comparisons. For the realization of the experimamhave
artificially created a dataset consisting of 100€eyxlo-
random tuples. The dataset reflects network topetogith

a relatively small number of APs, as well as thkocated
users. Figure 5 provides the Interference weighg.,(i
outcome of the fuzzy reasoner) as a function ofAtRe’ and

define a lines that interconnects the two points. This line canthe users’ number, having as parameter the timervat

be described by the following set of equations:

P, =X, +u-(y,—x,), m=1.d (7)
Line ¢ intersects with spheres &d $in four points which
can be retrieved by substituting thmg, values into the
following hypersphere equations:

D =" (P,—%,)? =R’

d
Dj _)Z(pm_ym)zz RJZ

m=1

®)
©)

before (Figure 5 (a)) and after (Figure 5 (b)) tearning
procedure. It is apparent that the weight of therfierence
part of equation (3) is significantly affected, edson the
feedback from the learning procedure; this imptiest the
transmission power extraction procedure is affeatedell.
For the whole dataset we capture the values ofathe
factor; then we perform a fitting procedure in arde
identify the polynomial functions that capture metmost
suitable way the outputs. Figure 4 provides th® 8
polynomial degree functions of tlefactor before and after

A simple way of identifying the bounds would be to the learning procedure. After the learning proceduhe

extract the intersection points which belong tofedént
hyperspheres and exhibit minimum distance from edlobr

fuzzy reasoner has become more sensitive to the

environment; this is being captured by the variatd the

[11]Error! Reference source not found. Then, as shown in  new a values (0.0458) instead of the old ones g100

Figure 3, we map the identified bounds to the input ‘

membership functions of the fuzzy reasoner; thiilte to
the modification of the environment perception aicle
network element.

Non

Neutral Beneficiary

Beneficiary

}

/

v

Non

Neutral el
’ Beneficiary
W

Beneﬁcia,/rv X
%

Figure 3 Clustering and bounds extraction mechasis

C. Experimentation Results
In order to prove the validity of the proposed lréag

meriereru:eweght

Figure 5:
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awithout leaming
awith leaming

f/\\_//—‘*—\

Interference Weight - & value

12

i i L i
o 100 200 200 400 500 600 700 200 %00 1000
Monitored instance

Figure 4 Interference weightvalues before and after the learning

procedure

For a given instance of the dataset, we identify th
transmission power before and after the learnirgguiure.
More specifically, following the approach presented?2],
we randomly create a set of experiments (10 differe
topologies) for the identified instance, and eviuéhe

interference eght

Interference weight before (a) and gft¢the learning procedure
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algorithm performance. As depicted in Figure 6,taar
deviations to the final power values can be notiedsen
learning procedure is applied. In specific topoésgii.e.,

2" 3% and &) significant energy gains are achieved. In the

rest of the topologies the learning framework aotseless
significant gains but in no occasion energy wasm®irs.

Power Leaming |

—+— Pawer No-Leaming
—&— Power MAX

Power (dBm)

; H |
1 2 3 4 5 3 7 8 9 1
Topology Instances

Figure 6 Transmission Power before and afterahming procedure

In Figure 7 the overall utility of the network ftiie ten
(10) experiments
incorporation of the learning framework is sigréfitly
ameliorated compared to the one with the transomssi
power set to the maximum valid level. Moreovereathe
deployment of the learning algorithm, the netwddaeents
achieve better results in the overall utility, iongparison to

the ones with the cooperative power control without

learning capabilities.
07

0Bs|

Utility Leaming
—+— Utility No-Learning
: —L— Utility MAX
i n

1 2 3 1 5 5 7 8 9 10
Topology Instances

Figure 7: Overall utility before and after the leimg procedure

VI. CONCLUSIONAND FURTHERWORK

This paper proposes an algorithm for power cordral
interference mitigation. The solution leverages the
proposals of [1] and [2], by introducing learnirgpabilities
in the network elements to optimize the environraknt
perception. The learning procedure captures théiypoor
the negative impact of an action (i.e., transmisgiower set
value) in the interference that a network elementses to
its neighbors.

The novelty of our contribution is the combinatimiithe
merits of fuzzy logic and data clustering for thptimal
interpretation of the network uncertainties and
incorporation to the cooperative power control feavork.
The network uncertainties have been identified gigime

Copyright (c) IARIA, 2011. ISBN: 978-1-61208-171-7

is presented. The utility with the

its

cluster overlaps; the latter are then being traedlan the
environment perception of the fuzzy reasoners, (irgut
membership functions).

In addition, this advanced mechanism for power rant
has been validated through its application in WAPis. The
experimental analysis revealed that the learniagnéwork
leads to minimization of the interference. Furthere) the
results prove that the incorporation of the leagnin
capabilities in the network elements lead to sigaiit gains
in terms of less transmission power and higheityitithich
results to reduced interference. Our future wodkudes the
validation of the algorithm in additional topologiand the
minimization of the communication overhead.
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Abstract— This paper presents a survey of information
protection methods for secure mobile communication. Most
existing software-based information protection systems have a
greater risk for the loss or theft and have difficulty in
maintaining. In order to solve these problems, we considered
methods of information protection method based on hardware
security module that are best adapted to mobile
communication environment.

Keywords - hardware security; secure mobile communication.

L INTRODUCTION

Over the past four years since Apple’s release of the 1st-
generation iPhone in 2007, there has been an explosive
growth in the demand for smartphones and other mobile
devices such as tablet PCs. This surge in the use of mobile
devices, however, has not been accompanied by adequate
security policies to ensure the safety of communication. As a
result, the mobile environment is affected by the same
problems that have been plaguing the fixed PC-based
Internet environment, such as the spread of malicious codes,
hacking and then the resulting leakage of private information
[1]. Cell phone tapping and information theft are particularly
serious threats to the safety of using mobile devices for
government agencies and companies as well as for the
general public.

To resolve these security issues, the US Army, for
example, is using special smartphones like the L-3

Guardian® Secure Mobile Environment Portable Electronic

Device (SME PED) by L3 Communications, in a robust
security move [2]. These types of special smartphones,
which were designed for secure communications, are
however, too onerous for civilian use, whether by businesses
or by consumers.

For standard smartphones that are not for encrypted
communication, one way of increasing the security of
communication is using a separate cipher device to enable
cipher communications [3]. Another popularly used method
is using a software encryption solution, which hooks IP
packets [4]. Both methods require the modification of the
hardware or software of the smartphone, which necessitates
assistance from the manufacturer. However, smartphone
manufacturers are generally unwilling to assist with the
process, for reasons pertaining to device stability or costs.

This paper discusses ways of protecting information
stored in mobile devices from various forms of cyber threats.
Fig. 1 below illustrates the structure of UMTS (the name of
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the 3G mobile network selected by the 3rd Generation
Partnership Project [3GPP]). As it can be noted from this
image, the UMTS network consists of two main parts: a core
network and UMTS terrestrial radio access network
(UTRAN), where the user equipment connects to the
UTRAN. Communication within the UMTS network takes
place in two separate domains: voice data is transmitted
through the circuit-switched (CS) network, while data
packets are transmitted in packets through the packet
switched (PS) network. In this paper, we will focus on end-
to-end methods for protecting user data for secure
communication within 3G PS networks. We will begin by
examining the characteristics of the environment for end-to-
end mobile communication, and then we will proceed to
discuss methods of information protection that are best
adapted to this environment.

II. PREVIOUS APPROACHES

One of the most widely used methods for enabling secure
communication in a smartphone is by connecting a cipher
device to the earphone jack [3]. The voice data is received
through the microphone of the cipher device and is encrypted
by its digital signal processor (DSP) before it is transmitted
to the receiving party. The DSP of the cipher device decrypts
the received encrypted data also before it is transmitted
through the earphone. This method has the advantage in that
it does not require the modification of the phone module and
can be used for any type of mobile phone. However, this
approach is limited to circuit services, and doesn’t provide
secure communication for data packets. Another major
disadvantage is its costliness, due to the DSP, battery, and
codecs used for the module.

UTRAN

Core Network UTRAN

CS domain
Node-B Node-B

SRNC SRNC

/

&
Security
module

DRNC DRNC

Node-B Node-B

PS domain

Figure 1. Structure of the UMTS network

Security
module
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Another method consists of encrypting the data by
hooking up IP packets by rooting the smartphone. This
method is advantageous in that data can be encrypted for all
applications used in the smartphone. But the encrypted data
also runs the risk of becoming exposed to malicious software
attacks or hacking attempts because of the rooting process.
More recently, a new method for cipher communication
using a secure USIM, instead of a simple USIM (Universal
Subscriber Identity Module), has been proposed [4]. This
paper proposes a WAP public key infrastructure (WPKI)
method, which allows for the remote management of card
applications through the USIM chip. Using the WPKI
concept, secure communication can be enabled on
smartphones by adding a cryptographic algorithm to the
security function of the USIM. In order to use the secure
USIM, one must be able to hook IP packets. This requires
that a number of modifications be done to the hardware as
well as the software of a smartphone. However, as has been
mentioned earlier, most manufacturers are refusing to assist
with introducing such modifications to their phones on the
basis of stability risks or costs. Another flaw with this
method is that it is vulnerable to tampering attempts.

There are also ways of enabling secure communication
through a smartphone application. Although software-based
security solutions, involving no separate hardware module,
cost less and offer a greater degree of user-friendliness,
storing security algorithms and keys inside the device itself
makes them run the risk of becoming stolen through hacking.
Information that is stolen from within the smartphone can be
remotely deleted or controlled, when the phone is lost or
stolen, but this does not work when the network is blocked.

III. INFORMATION PROTECTION METHODS OPTIMALLY

ATTUNED TO THE MOBILE DEVICE ENVIRONMENT

The existing methods discussed above are not precisely
aligned with the specific environment for mobile devices;
hence, they are poorly adapted for use with mobile devices.
In this section, we will analyze the characteristics that are
specific to the mobile device environment and we will
propose methods for the protection of information that are
best adapted to this environment.

A. Characteristics of the Mobile Device Environment

1. An explosive growth in data traffic, resulting from a
sharp surge in the use of smartphones

The widespread use of services like mobile voice over IP
(mVolIP) with smartphone and mobile devices in general has
caused the sharing of data in overall telecommunications
traffic to jump, shrinking the sharing of voice
communication commensurately [5]. mVolIP is a technology
for converting voice data into packets of IP data and
transmitting them using a real-time transport protocol (RTP).
This technology makes calls dramatically cheaper and is, for
this reason, rapidly replacing traditional voice call services.
What this means is that, going forward, secure
communication solutions will be needed mostly for data,
rather than for voice communication as such.
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2. Limited Resources

The biggest advantage of a smartphone is its portability.
Users are, therefore, naturally highly sensitive to the issue of
battery life. Even the best of smartphone security systems
will be shunned if such systems shorten life of the battery
and take up an excessive amount of resources, including
memory, which results in the slowing down of the device.
Therefore, an information protection solution for a
smartphone must be designed in a manner that is adapted to
the mobile device environment; namely, it must have a very
little impact on battery life.

3. Risk of Loss or Theft

There is a greater risk for mobile devices being lost or
stolen, as they are portable devices. It is, therefore, important
for a security policy to take this risk into consideration. The
method, currently used, which consists of deleting the
information stored in a smartphone when it is lost or stolen,
by remotely controlling the device, has the fatal flaw of
ceasing to be effective as soon as the network is blocked.
Accordingly, any solutions for protecting information in the
event of the loss or theft of a smartphone must be hardware-
based, to be more effective.

4. User-friendliness

Since the huge success enjoyed by Apple’s iPhone,
developed with a focus on user interface (UI), it has now
become an accepted fact that user-friendliness is the prime
factor to consider when designing a smartphone. An
application, no matter how great, will fall out of favor and
become irrelevant, if it is not easy to use. The same is true
for secure communications applications. A secure
communication solution involving complicated procedures
or requiring multiple interconnected devices runs the risk of
becoming rejected by users. Therefore, security modules for
secure communications must not be complex and the device
connection must also be as simple as possible.

B.  Hardware Security Modules
For secure communication, cryptographic algorithms are

generally placed in the device with the secret key kept offline.

Password or certificate-based access is the most popularly
used method. Using the password or the private key of the
certificate, a session key is generated. The encryption takes
place through the encryption algorithms hidden inside an
ActiveX control or other software. During the encryption,
malicious attempts, such as virus attacks or hacking, are
monitored by the security software in real time. However,
the security software alone is insufficient for detecting all
malicious attempts to breach the security of a mobile device.
This is because there are security threats other than malicious
code. Hardware attacks, which extract data by causing
interference in the hardware of the device, should also be
contended with. There are also a great variety of hacking
methods based on hardware attacks for mobile devices, such
as the injection of errors into the device by decomposing it
and disabling the internal logic. Currently, there are no
countermeasures to attacks of this kind. Also, the cycle for
OS (Operating System) upgrade by device manufacturers is
quite short nowadays, and is usually only twice a year.
Software patches applied at the upgrade are costly as well as
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time-consuming. Hardware security modules are, therefore,
the alternative to software solutions for resolving issues that
cannot be properly resolved by the latter. As has been
mentioned earlier in the discussion of the mobile device
environment, resources for mobile devices are severely
limited, and user-friendliness is paramount. When using a
hardware security module, the following are some of the
essential considerations:

1. Limited resources: There is no built-in power supply
device for the hardware security module, and electric power
should be supplied from the mobile device. Therefore, it
must be designed in a manner to minimize power
consumption and memory usage.

2. User-friendliness: To ensure its user-friendliness, the
hardware security module should be made in such a way that
it is automatically recognized by the mobile device, as soon
as it is connected to the device.

C. Method of Information Protection

Fig. 2 shows a block diagram of the secure mobile
communications system using a security module. Here, the
hardware security module either directly handles the
encryption and decryption of communications data or
generates key streams needed for encryption and decryption.
The security application of the mobile device, meanwhile,
ensures the security of communication using the hardware
security module. When the mobile device and module are
connected, the caller is authenticated using a PIN or other
similar methods. The caller must then share the session key
with the receiver in order to proceed to secure
communication.

There are two different ways of implementing a secure
communications system. One is having the security module
directly handle the encryption and decryption process. In this
case, the most important consideration is the power
consumption of the module (in other words, the module’s
impact on battery life) and the time delay resulting from the
process. In order to process the voice data of VoIP in real
time, the security module should be able to encrypt and
decrypt them at a relatively fast speed. A normal phone
conversation becomes difficult with any delay of 30msec or
more [6]. Also, as the security module depends on the
mobile device for its power supply, having it directly
perform the encryption-decryption process then negatively
affects battery life.

The other method is having the security module, which
generates the key streams that are needed for encryption and
decryption. The secure communications application for the
mobile device generates a cipher text by doing exclusive-or
(XOR) operation with plain text, using the key stream
obtained from the security module, and transmitting it to the
call receiver. This method has a number of advantages over
the first one. It uses less power, and the encryption time
delay is minimal;, making it ideal for secure VoIP calls.
However, any loss or repetition of packets tends to affect all
packets, making the call impossible. The capacity of self-
synchronization is, therefore, necessary in order to remedy
this issue.
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Figure 2. Secure mobile communications system

D. A Key System and Key-sharing Method Adapted for the
Mobile Device Environment

In this section, we will look into the kind of key system
and encryption-decryption method that are best adapted for
the mobile device environment. Let us begin by comparing
symmetric and asymmetric keys to see which of them are
more suitable for mobile devices. For a group of N number
of people to use a symmetric key-based encryption system,
the number of secret keys shared between them is N(N-1)/2.
The corresponding number for an asymmetric key-based
encryption system is only N. For example, a group of 1
million people using a symmetric key-based encryption
system will need 500 million keys [7]. Therefore, an
asymmetric key-based encryption system is more efficient
than a symmetric key-based one in terms of the management
of keys. On the other hand, the asymmetric key system
requires a large amount of computation to calculate private
keys from public keys; hence, this system is not well adapted
for mobile devices that have limited resources. In this paper,
we are primarily concerned with companies or organizations
in which the number of secure communication users is
limited, rather than with mass secure communication.
Therefore, for the purpose of this study a secret key system
based on a symmetric key system is a more suitable choice.
When the number of users is N, we need a  key matrix,
which may be expressed as follows:

TABLE L EXAMPLES OF A NXN KEY MATRIX
User #1 User #2 User #N
User #1 Kll KIZ KIN
User #2 K, Ks Kon
User #N K]N K2N KNN
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User #1 and User #2 can have secure communication
using Ky, and User #1, by encrypting and decrypting files
stored within the mobile device, using K;;, can keep them
safe from attacks from external sources. Here, the keys must
be generated and assigned a priori by the highest level of
organization that is reliable in the group. The size of the key
matrix, meanwhile, is determined according to the number of
users. A company with 1,000 employees, using a 256bit key,
would need a storage space of 15MB, for example.

In order to share the session key generated from the
secret key, the algorithms must satisfy the following two
conditions: first, they should be able to rapidly achieve initial
synchronization. In order for users to have a trouble-free
session of secure communication, the initial synchronization
should occur within the first second from the initiation of a
VolIP call. Secondly, the encryption algorithms must provide
stability against replay attacks. For mobile devices, methods
like IKE by IPSec [8] are preferable to Kerberos [9], which
is more resource-intensive.

E.  Other Considerations

- Host Mode Support for Mobile Devices

For a mobile device to communicate with a security
module through interfaces like a micro USB, it must be able
to operate in the host mode for USB. Samsung’s Galaxy S2,
released in early May, for example, is enabled to operate in
host mode. Also given the increasing use of the host mode,
smartphones based on Android OS are likely to support it in
the near future as well.

- Tamperproof Capacity against Hardware Tampering

As mobile devices can be easily lost or stolen,
tamperproof capacity is essential for security solutions. The
effectiveness of software-based remote deletion and the
control of information have proved limited. The security
module discussed in this paper needs to be equipped with
features for preventing tampering, which will erase all key
information stored in a device, when either abnormal access
or an attempt to open the module to steal keys or other secret
data is detected.

NOR —/
) N Tamperproof
Boot memory b IE
SDRAM K—/
: CPU , UsB
Execution memory Conn
SRAM (>
RTC

Figure 3. Block diagram of the security module
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F. Essential Components of a Hardware Security Module

Based on the various requirements for a security module,
discussed above, we can define its essential components as
shown in Fig. 3 below. As can be seen in Fig. 3, a hardware
security module consists of a processor for the encryption
and decryption of data and communication with applications
in a mobile device; NOR flash memory for managing boot
programs; SRAM memory for storing secret keys; SDRAM
memory for imaging the encryption-decryption process; a
hardware module for preventing tampering; and a RTC to
supply time data to the processor and peripheral devices.

IV. CONCLUSION

This paper has been a discussion of methods for
information protection that are the most appropriate for
mobile devices. Most existing information protection
systems use software-based security solutions, which are
poorly prepared for the eventuality of loss or theft of the
device, as well as being complicated to use and maintain.
The best secure communications solution for mobile devices
must, therefore, be hardware-based and be equipped with a
tamperproof capacity. Furthermore, given the extremely
limited resources of a mobile device, a symmetric key
system is more desirable than an asymmetric key system.
The mode of sharing session keys should be designed to
ensure rapid initial synchronization and stability in the event
of a replay attack. Finally, when block encryption algorithms
are used, the time delay caused by encryption and decryption
must be less than 30msec, as any delay beyond this is not
suitable for VolIP calls. If stream encryption algorithms are
used, the security module needs to be equipped with a self-
synchronization capacity so as to prevent packet losses or
repetition from making voice communication impossible.
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Abstract - With the advance of technology and the widespread
of mobile devices that enable users to have access to a wide
range of services wherever they are, and whenever they want,
many security issues arise. Both users and service providers
feel the need to protect themselves from the large number of
threats that are present on every network. Some time ago,
users could have access to services only if they were physically
present in a certain, predefined, area. This gave a lot of user
personal information to the service providers which helped
them secure their systems and their transactions with users.
Now, it is not anymore the case. Therefore, the need arose for a
novel way, for mobile users and service providers, to secure
their information and their transactions. In this paper, we
show that combining software policies and context information
provides users and service providers with confidentiality, data
integrity, data availability, and accountability.

Keywords- mobility; security; software policies; context

I.  INTRODUCTION

With the emergence of mobile technologies and the
perpetual improvement of context aware technologies, users
make use of their small devices, such as smartphones,
laptops, and personal digital assistants (PDAs) and take
advantage of the surrounding services in their environment
that they need to achieve their everyday life tasks. To be
able to receive the most appropriate and personalized
services, users build their own profiles within which they
find themselves obliged to disclose personal information as
in [1]. There is obviously a threat to privacy as not all the
service providers need access to all the information
available in the profile. A tradeoff between the amount of
personal information released through the profile and user
privacy has to be made.

Another aspect that makes it even more important to
protect the user’s information is mobility. Ideally, the user
must be able to move from one environment to the other and
still receive the same services if not more services that are
adapted to his profile while being protected. In this paper,
we tackle the security issues that rise from user’s mobility,
and show how software policies can be used to enforce
security in mobile environments. The fact that users can
transport their policies with them wherever they go, added
to the fact that users can express their security needs in
terms of policies make software policies a suitable solution
for mobile users. In addition, users can decide which
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specific information to disclose to a specific service
provider. Moreover, well designed policies enable users to
take advantage of context information to enhance security.
Combining the rules with context information allows the
user not only to take advantage of his knowledge of the
specificities of the action that he will be conducting, but also
the knowledge of environment conditions that he might not
be aware of. The user, the service provider, and the security
management component, each must have their own policies
that will help regulate and secure any transaction and/or
action that takes place.

The rest of this paper is organized as follows: In
Section 2, there is an overview of the work that has been
done on security in mobile environments and policy-based
systems. In Section 3, we present the policies that we have
designed and show how context information can be
incorporated. Section 4 contains a thorough description of
the different components of our policy-based security
system and how it achieves security. Section 5 contains a
scenario that takes places at Al Akhawayn University and
that shows the functioning of the policy-based security
management system. Finally, the conclusion and future
work section is presented.

Il.  RELATED WORK

Different aspects of security are handled using software
policies at different levels and applications. Policies have
been used to provide security management for sensor
networks such as SecSNMP [2]. SecSNMP allows
administrators to dynamically manage the security settings
using policies. Settings include availability, authentication,
confidentiality, integrity, non-repudiation, freshness, and
survivability [2]. The second example of systems using
policies to achieve security is proposed by [3] and uses
security policies in a slightly different manner. This multi-
agent system is a good example of great importance to us as
one of the most interesting features in agent systems is their
mobility and their adaptability. Basically, agents are
supposed to move from an environment to another and
autonomously adapt and provide/use services. Software
policies are used to identify the security threat and launch
the security mechanism that is needed to deal with it. Just
like in our system, one issue is to identify the nature of the
threats that could exist in different environments.
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Figure 1. Security management in mobile environments

Our contribution is the design of a system, based on policies,
that allows mobile users define their own security concerns
and deal with them the way they want in whatever
environment they are. Figure 1 shows where our policy-
based security management system fits.

In the context of this paper, ensuring security involves
providing the users with the tools to achieve confidentiality,
data integrity, availability, and/or accountability. Achieving
confidentiality means avoiding and preventing disclosure of
information to unwanted parties. There are several tools that
are used; the most known is encryption of the data that is
stored, and the data that is being transmitted on the network.
As specified in [8], using encryption can be the solution to
attacks like eavesdropping. Confidentiality can also be
enforced using access control as only the parties that have
access to the data are allowed to access it. There are different
access control methods, such as RBAC (Role Based Access
Control), MAC (mandatory Access Control), and TrustAC
(Trust-based Access Control) that are discussed in [9] and
[10]. Access control does not only provide with
confidentiality, it also enforces accountability (keeping track
of the logs). However, it cannot ensure the confidentiality of
the data transferred on a network. Another way to enhance
security in a mobile environment is to use IPv6. The latter
contains security enhancements that try to overcome the
shortcomings of IPv4. For example, resistance to scanning is
only possible under IPv6 addressing scheme [11].
Nevertheless, using IPv6 cannot guarantee that unwanted
parties can stop regular users from accessing data or services
that they are supposed to have access to. In other words, using
IPv6 does not provide with availability.

From the previous discussion about the types of
security that can be achieved and the tools that are used to
achieve them it is noticeable that there are at least three
approaches to security. The first approach is one that is
meant to protect from a specific type of attacks. A good
example is encryption which provides confidentiality by
avoiding the dangers of eavesdropping attacks. Further,
access control management provides with availability and
integrity. However, if interactions take place through a
network, access control mechanisms cannot provide with
confidentiality. The second approach is meant to provide
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with security at a certain level only. For example, IPv6
provides with security at the low levels of the OSI reference
model. The use of IPv6 does not provide with security at the
application level. Finally, the third approach is the one that
provides different types of security at different levels. Our
work fits in this third category. As shown in Figure 2,
service providers, as much as users, can specify any type of
security at any level. Some services might require the
encryption of the data being transferred, while others may
emphasize on the need to use IPv6 for the transfer of the
data. The combination of encryption and the use of IPv6 is
therefore possible through policies.

Context information can also be included in policies in
order to enforce security. In fact, by knowing some key
context information, one can design specific policies that
would enforce, for example, access control [12]. Instead of
requiring a simple username and password combination, a
service might require some additional confidential
information only known by the user and the service. Or, the
service could require that the transaction take place in an
encrypted way. Another requirement would be asking a
trusted third party to certify the identity of the user. These
actions enforce integrity, availability and confidentiality. It
is based on such real life examples that we built our policy
model by integrating context information within policy
conditions.

Before getting into the details of how policies help
achieve confidentiality, data integrity, availability, and
accountability, we present first our policy model and its
structure.

POLICIES IN SECURITY

)
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Figure 2. Security at different levels

A.  Types of Policies

In fact, in our system there are two types of software
policies. Authorization policies, as defined in [4], are rules
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that are usually enforced in access control systems. In our
case authorization policies are rules defined by the service
providers to determine whether an action is authorized if a
certain set of conditions is fulfilled. On the other hand,
obligation policies are defined either by the security system
or by users. They refer to actions that are to be enforced
when a set of predefined conditions is fulfilled. Also, the
obligation conditions are triggered by a change in the
context in opposition to authorization policies that are only
triggered by incoming external requests (from service
clients). An incoming request is itself considered as a
change in the context. To make things clear, an example of
an obligation policy would be one that obliges all service
providers to request authorization from the security system
to perform a certain action whenever they receive a request.

Software
Security
Policy

Figure 3. Structure of the policy

B. Structure of Policies

Several policy specification languages exist in the
literature. We opted for ponder as a basis to model our
policies because it is appropriate for quickly changing
environments. This is due to the way policies are
represented. In fact, policies could be represented using
XML which facilitates the editing, modification and use of
the policies [5] [7]. However, even though we were inspired
by Ponder [7], while designing our policies, the most
important concern was to enable service providers to
express the business rules that they work with and context
information. In Figure 3 we present the structure of the
policies that we designed.

The first attribute of a policy is the policy ID. It is a
number unique to every policy. In fact, this number is the
only policy attribute that is assigned by the security system
and not the policy owner. Assigning an ID helps in the
operations of search. The next attribute of a policy in our
system is the type. As specified previously, our system
handles two major types of policies namely: obligation
policies and authorization policies. The type of policies is
very important when it comes to handling requests and
notifications (changes in the context). In the case of
requests, only authorization policies are used, while in the
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case of a notification, only obligation policies are used.
Policies are either, system policies that are set by the system
administrator, service policies that are set by services when
they register to the security system, or mobile users’ policies
that are also set by the users when they enter the visited
environment. Mobility is in fact the major reason behind the
choice of a policy based security management system as it
allows mobile users and to carry with them their policies.

The next attribute in every policy is the subject. This
entity is extremely important as it is the one that has the
ability to enforce the policy’s action. After that, comes the
target which is the entity on which the policy’s action is
enforced. The action of the policy is also an attribute of the
policy that we defined. In most cases the action is a call for
a method that belongs to the target. This is another point that
makes this system usable as the service provider does not
need to change anything in its own configuration. It only
needs to provide this system with policies containing the
actual method calls that it uses.

The priority of the policy is an important attribute and
plays a major role in the system’s behavior. As a matter of
fact, it is only by using the priority attribute that we can

solve the problem of having two or more conflicting policies.

The audit and the active tags are two other policy attributes.
The audit allows the system to keep track of triggered
policies and the context of its triggering. Using this
information, the system enforces accountability as a main
security aspect provided by this system. The active tag
specifies if a policy is active or not, so that it is taken into
consideration when evaluating policies or not.

Finally, one of the most important attributes of the
policy is the set of conditions. There was a need for a
condition set that could be easily modified and that could
allow for expressing conditions in a simple manner. Two
decisions have been taken: the first one concerns the use of
first order logic which allows combining a set of conditions
using AND, OR, and NOT. The second decision concerns
the values contained in the conditions. In order to be able to
deal with all possible comparisons, three comparison
operators were used namely: equal, greater, less. The
structure of the condition set is shown in Figure 4.

Policy

Condition

Figure 4. Condition set structure
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C. Context-driven Policies

From the structure of the policies described above it is
clear that the context information that will be included in the
policies will be part of the condition set. In our case we
consider that context information is time, location, and
user’s identity that refers to his profile. In the example of
policy shown in Figure 5, the context information included
is time that is represented by the year and the hour, the
location where we have the choice between two locations,
and the role of the user which needs to be provided by the

user profile server.
</policy>
<policy id="1"»
<types"Authorization"</type=
<subject="printer agent"</subject:
<target="printer_EP"</target>
<action="print document{)"=/action=>
<priority="5"</priority>
<audit="yes"</audit>
<activex"yes"</ /activex
<conditionsz
<condition=year less 2013 AND=/condition=
<condition=year greater 2009 AND</condition
<condition=hour greater 1 AND</condition=
<condition=location equal lab11 OR</condition
zcondition=location equal lab7 AND</conditionz
zcondition>doc_type equal pdf AND</conditionz
<condition>doc_size greater 10000 AND</conditionz
<condition=Role equal Graduate_Student AND</conditionz
zcondition=Encryption_key greater 64</condition:
</conditions s
</policy>

Figure 5. Policy example

IV. PoOLICY BASED SECURITY SYSTEM

A. Policy Management Component

Even though the applications that use policy-based
management systems might seem different, the architecture of
the policy management component remains the same. As
explained in [13], the policy management component is
mainly composed of 3 entities namely the PDP (Policy
Decision Point), the PEP (Policy Enforcement Point), and the
PIB (Policy Information Base). The role of the PDP is to take
the decision on whether to allow an action or not based on the
request’s details and the policies available in the PIB. The
PIB is a database that contains all the policies. Once an action
has been selected, the PDP sends a message to the PEP that is
responsible of enforcing the action on the target. In the next
section we show how this core system has been integrated to
our security system. The implementation of the PDP, PEP, and
PIB are specific to our system as we have defined our own
policy structure.

B. Policy-Based Security System Architecture

Figure 6 shows that the policy-based security
management system is composed of three major
components: the security engine, the repositories, and the
policy enforcement point. All the components of the system
take their data from the repositories. The system interacts
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Figure 6. Policy-based security system architecture

with users and service providers through wrapper entities
that are the PEPs in our case.

The Repositories component contains all the data
repositories. First, there is the entity repository that contains
all the information about the entities, such as the locations
known to our system, the users, the set of activities, etc...
Then, there is the context repository; it contains all context
information that is of use to our system such as the time
(year, month, day, hour) that is provided by our system itself,
and other context information that is provided by the
context aware platform implemented in our research lab [6].
Also, there is the actions log that contains a log of every
policy that has been triggered, the necessary information to
help provide with accountability such as the identity of the
requester, whether it is an obligation policy or an
authorization one, and the subject and targets of the policy.
Another repository is the requests repository; it contains all
the requests that have been sent to our system. It also allows
the system administrator to keep track of the identity of the
requesters and hold them accountable in case of problem.
Finally, the last repository is the policy repository. It
contains all the policies being used in our system. This
means that it contains both obligation policies and
authorization policies. An important note is that we have
managed to keep the same format for both types of policies.

The Security Engine is the component where all policy
manipulations are done. It contains the policy manager that
is responsible for reading the policies from the policy
repository and organizing them in such a way to be used by
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the two other components, namely the policy decision point
and the policy conflict manager. The policy manager is the
only component that accesses the PIB. Therefore, it is also
responsible for updating the policy set when new users and
new service providers register with the system. The policy
conflict manager sorts the list of policies in increasing order
of priority. Therefore, even though many policies may be
triggered by the same request only the last one to be
triggered will be taken into consideration due to the fact that
it bears the highest priority. The policy conflict manager
will go through all the policies that are relevant to a certain
event. Whenever it finds a policy that needs to be triggered
(when there is a match with the set of conditions) it keeps it
in memory. Therefore, if there is another one that needs to
be triggered it will erase the first one that was kept in
memory. Finally, as the conflict manager had ordered all
policies by priority and starts from the lowest priority up,
the last policy, available in memory, is the one that will be
triggered. Finally, the last component is the policy decision
point. This is the most important and critical component of
the system as it is responsible for evaluating the policies and
deciding whether a policy’s action is to be triggered or not.
The policy decision point is triggered either by an incoming
request that is external to the system, or by an internal event
that is a notification from the context manager of a change
in the environment’s context.
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Figure 7. Notification / Request triggering of the PDP
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In the first case, an incoming request, the policy decision
point goes through the authorization policies specific to the
target of the request and triggers the action of the policies
specific to that target. In the case of a notification from the
context manager, it loads all obligation policies and checks if
policy conditions are satisfied for its action to be triggered.

The policy enforcement point component has necessary
access rights to perform the action that is specified within a
policy. The user or the service provider provides all method
calls that are necessary to perform actions stipulated in its
policies at registration phase.

Another part of the system contains the availability
provider, the integrity provider, the accountability provider
and the confidentiality provider. This part is abstract. In fact,
it shows the different security services that are provided by
the system. Its different components are achieved through the
combination of the work of both the policy management
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engine and the context management engine. Every service
provider / user registered in our system provides its own set of
policies. These policies reflect the level of security that is
aimed by the service provider. For example, the condition set
of the policies provided could include context information,
such as the time, location, identity, role that the requester
must provide. In addition, the type of authentication required
could be specified in the policy set. For instance, is it only a
system authentication that is needed, or a service
authentication, or both. Our system also allows for the service
provider to request some other type of access control that is
not defined in it. An example would be requiring a digital
signature from a third party. All these access control methods
do provide the users of the system with Integrity, Availability,
and Privacy [12]. Finally, the fact of keeping a log of all
requests and policies that are triggered certainly enforces
Accountability.

The sequence diagram in Figure 8 gives a better
idea of how the different components of the system interact.
Once the user issues a request to the service provider, its
wrapper entity (PEP) intercepts it and sends it to the policy
decision point. After the policies are loaded by the policy
manager, the policy decision point checks which ones will
be triggered. In the case where context information is
needed, a request is sent to the context management entity.
After the conflict is resolved, the appropriate policy is
enforced on the target (service provider).
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Figure 8. Request handling sequence diagram

The last components that are shown in the architecture,
the user profile manager, service provider manager and the
context manager, are outside our system. Figure 9 shows
how our system fits within the big picture of the project
being conducted in our research laboratory related to
context aware platform to Support Mobile Users with
Personalized Services [6].
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V. MYCAMPUS SERVICE PROVISIONING

The scenario presented in this paper takes place in Al
Akhawayn University’s campus. One location in the campus
is the computing lab that allows students to have access to
printing, scanning, and internet connection services.

A student S1 gets into the location and requests some
services. The first service that he requests is printing a
document. Only registered users have access to the services
offered within the environment. The registration step
consists of providing the system with the information that
the user wants to share, and most importantly providing the
system with the user’s policies.

In the case the system does not find any policy that
matches the user’s request then the default policy, which
does not allow any operation, is triggered In order to avoid
any type of conflict with user policies, the default one bears

the smallest priority

Mobile Environment

Policy- Dynamic

Based User D?Sirg\':;er
Security Profiling M Y
anager
Manager Manager

Context Aware Framework

Figure 9. Context aware service provisioning in mobile environments

Another important system policy is the one that obliges
the service provider to go through the security system in
such a way that no request bypasses the security system.
This policy bears the highest priority.

A sample of printing service policies is shown in Figure
10. The printing service wrapper receives the user request in
the format shown in Figure 11. It forwards it to the policy
decision point. The PDP requires from the policy manager
the list of all authorization policies. A linked list of all
policies which are present in the PIB is created. After using
our conflict management technique, the ordered set of
authorization policies is sent to the policy decision point. In
terms of implementation, a simple sorting algorithm is used
and all the objects of the linked list are sorted by priority.
The PDP, then, before being able to compare the elements
of the request and those of the policies, makes use of an
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XML parser to extract all elements of the request and those
of the policy being checked. If we observe the list of
authorization policies in Figure 10 we notice that there are
two authorization policies from the printer service provider.
The first policy in the list will be dismissed because its
target is not the printer agent. The second policy will be
considered and its condition set will be checked against the
specifications of the request. The first condition will be
satisfied because the system will use its context provider
and know that the year is 2011 which is less than 2012 and
greater than 2009. Then it will check the next conditions
and find out that they hold because the document type is
PDF, the size is greater than 10000, the location is lab7, and
finally we assume that the request has been sent after 6PM.
Therefore, as no more policy conditions are to be checked,
the policy will be kept in memory and its action not yet
triggered.

<policies»
<policy id="4">
<type> "obligation” </type>
<subject> "grade server enforcer” </subject>
<target> "grade server sgent” </target>
<action> "shut dowwn(}*” </action>
<priority> "7 </priority>
<audit> “yes” </audit>
<activer "yes" </ activer
<conditicons>
<condition> year greater Z003 RND </ /condition>
<condition» hour equal 22 </condition>
</conditions>
</policy>
<policy id="1"»
<type> "authorization”™ </type>
<subject> “printer enforcer” </ /subject>
<target> "primter agemt” </targetr
<action» "print document(}* </action®
<priority> 5" < /priority>
<audit> “yes” </audit>
<activer "yes" </ activer
<conditions>
<condition> year less Z01Z RAND </condition>
<condition> year greater Z005 BND < /condition>
<condition> place egual labll OR </condition>
<condition> place egual lab7 BEND </conditions
<condition> doc type eqgual pdf END </condition>
<condition> doc size greater 10000 AND </conditiom>
<condition> RccessControl Approval equal t_approvel
< /ocondition>
</conditions>
</policy>
<policy id="2">
<type> "obligation” </type>
<subject> “printer enforcer” </subject>
<targetr "printer agent” </targetr
<action> “sytem.authenticate () ¥ </action>
<priority> "8" «</priority>
<auditr "no" < zuditr
<active> “yes"” <Sfactive>
<conditions>
<condition> year greater Z010 BND </condition>
<condition®> hour equal 1 </condition>
</econditions>
</policy>

Figure 10. Set of policies in the system

<request id="1">
<=ubject> "printer enforcer” </=ubjecty
<target> "printer agent” < target>
<action> “print_document(}” </actiom»
<=pecification=>
<specification> doc_type pdf </=pecification>
<specification> doc s=ize 10004 </=pecification>
<=pecification> location lab? </specification®
<specification> Role Graduase student «</specificacicn>
<specificationy Acces=Control.approval t approval
</=pecification>
</=pecifications=>
</ reqest>

Figure 11. Request sent by the user
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The system then enforces the triggered policy via the PEP,
therefore, the document can be printed. Next is the insertion
in the log of a header stipulating that the policy’s action has
been triggered. It is done because the audit tag in the policy
is set to yes. Checking the system log allows identifying the
perpetrators, or the conditions under which the felony was
perpetrated.

VI. CONCLUSION

Throughout this paper we have shown that policies
represent an efficient way to provide with security at
different levels for the following reasons:

«  Policies allow for mobility because a user can take with
him a set of policies wherever he goes.

» Policies allow for adaptability, as the user does not
need to adapt to any environment, only the policies he
provides manage his interactions.

+ Policies allow wusers to specify
tools/mechanisms that they want to use.

»  Policies allow users to incorporate context information
Currently, we are investigating the use of Personal Area

Network (PAN) as the entity that will represent a user with

his profile, preferences, and a set of policies. The PAN is

then going to compose/decompose with existing networks
in smooth and ambient manner as the user moves from one
location to another by means of policies.

the security
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Abstract— The composition of adaptations with system’s appli-
cation does not always yield to the desired behavior. Each
adaptation occurs correctly when it is separated but it may inte-
ract with other adaptations when they are combined. These
interactions can affect the final behavior after adaptation; we
call this an interference. This paper presents an on-going work,
which aims to build a generic approach for the dynamic resolu-
tion of adaptation interferences in ubiquitous applications. We
represent application and adaptation details by graphs; then we
apply graph transformation rules on these graphs to resolve
interferences. This allows us to express our approach indepen-
dently of any implementation details of applications and
adaptations.

Keyword-sofiware composition,  self-adaptation;
rence resolution; graph transformation.

interfe-

I. INTRODUCTION

Nowadays, ubiquitous systems are present in several en-
vironments. In these cases, the user does not have to carry
out most actions; the system reacts automatically and trans-
parently to its changes. The computing facilities in
ubiquitous system are used to anticipate user needs and to
make information being available anywhere and at anytime.
The goal of this work is to create applications in ubiquitous
computing environment. Generally, software application
relies on processing units that interact together. Lot of pro-
gramming paradigms produce ubiquitous applications
(component based), which can be represented using graphs
where nodes are the processing units and edges are the inte-
ractions between these units. In ubiquitous computing, some
processing units are embedded on sensors and mobile devic-
es of our everyday life. These devices constitute the software
infrastructure, on which the ubiquitous system is based. In-
deed, the functionalities of such devices, which are generally
managed as software services, may unexpectedly appear or
disappear. Therefore, ubiquitous systems must be adapted to
these infrastructure changes. Due to the mobility of devices,
we cannot anticipate in advance which adaptation will be
applied. Therefore, adaptation should be independent of each
other, which allow them to be applied without a priori know-
ledge of other adaptations. In ubiquitous computing,
infrastructure changes occur during execution; so, applica-
tion should be adapted at runtime: it is the dynamic
adaptation [1]. Our adaptation acts on application graph by
adding and/or deleting edges and nodes (Figure 1).
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Problem: In this paper, we focus on dynamic adaptation
of applications to their infrastructure changes. We have seen
that adaptations should be independent of each other. So,
when they are composed with the graph of the initial applica-
tion, inferferences may occur. There are several definitions
of interference. In our work, we detect interference if two (or
more) adaptations try to modify a common point in the graph
of the initial application (by adding and/or deleting edges
and/or nodes). So, interfering adaptations share edges and/or
nodes together and with initial graph.

Initial Graph Application

Adaptations

Composition
Infrastructure .‘_\'-..;.:-’
f v
Changes ' y &
Environment
Adapted Graph Application
Figure 1. Dynamic adaptataion of ubiquitus application.
Scenario

In this paper, we will use the following scenario to illu-
strate the problem of interference between adaptations. We
expose also the process of our approach through this exam-
ple. “The increase of energy cost encourages the use of an
optimizing policy. For this purpose, Nathalie uses in her
house a system of intelligent power management. The first
adaptation occurs when she enters her house. The system
would enable the switches to open the shutters if the outside
brightness is sufficient. Otherwise, it turns on the light. Na-
thalie lives with her grandmother who has vision problems.
When the grandmother enters a room, the system will turn
on the light”.

When Nathalie enters with her grandmother the system
will be in interference because no priority has been specified
between users (one cannot know all users in a ubiquitous
environment). If there is enough brightness outside, the sys-
tem opens the shutters for Nathalie? Turns on the light for
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the grandmother? Or will it do the two actions? “In addition,
Nathalie uses in her house special light. When the light
receives an event it will inverse his state”. If there is not
enough brightness outside the light receives two events. The
system will send an event to turn on the light for Nathalie
and another event to turn on the light for the grandmother.
The light will be turned off despite there is not enough out-
side brightness. How to solve these interferences?

The paper is organized as follows: next section briefly
describes some related work to detect their limits. In Section
3, we introduce our approach to identify and resolve interfe-
rences; we also apply our solution on the previous example.
In Section 4, we present implementation details and we eva-
luate the response time of our approach. Finally, Section 5
concludes and opens the way for future works.

II.  RELATED WORK

Despite the independence between adaptations, some in-
terference may occur when they are composed. Baresi et al.
[8] focus on the ability of dynamic reconfiguration of SOA
(Service Oriented Architecture) application using graph as
platform abstraction model. They propose several adapta-
tions at graph level (adding/deleting nodes and links). In
their approach, there is no interference because they define
explicitly the order of applying adaptation. However, in the
field of ubiquitous computing, we cannot predict which
adaptation will be applied because it depends on infrastruc-
ture changes due to mobility for example.

Other works [5] [7] [11] focus explicitly on the problem
of adaptation interference detection. Ciraci et al. [11] use a
graph formalism to identify interference. Graphs represent
the several states of a program according to different order of
adaptations applying. They detect interference if the final
state changes according to the order of adaptation applying.
The motivation of Whittle et al. [5] and Mehner et al. [7]
was the early detection of interference within the software
engineering process. To find potential inconsistencies, they
analyze adaptation interactions at the level of requirements
modeling. To do that, they use graph transformation tech-
nique since it includes a mechanism called Critical Pair
Analysis [10]. This mechanism allows interference detect-
ing. However, it is not enough to detect interference without
suggesting a resolution.

In order to address this limitation, Zhang et al. [6] pro-
poses an explicit approach to resolve interference at design
time. They describe how adaptation precedence (before, af-
ter) can be specified at modeling level in order to produce
correct behavior. So, they reduce interference before pro-
ceeding to the implementation. However, the application in
ubiquitous computing field needs runtime interference reso-
lution.

Runtime resolution of adaptation interference was pro-
posed by Greenwood et al. [9]. They investigate a solution to
interference in the context of AO-Middleware platform. To
do that, they define “interaction contract” which are used at
runtime to assure that interference does not occur. These
contracts express several strategies to resolve interferences
such as priority and precedence and logical operator (to
combine contracts). Despite the use of these contracts at run-
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time, the specification is made by the developer who must
include all dependent relationships between the adaptations.
If an automatic resolution is not possible, a notification is
sent to the developer to include this case into the contract.

The strategy of interference resolution may depend on
the runtime state of application. Dinkelaker et al. [12] pro-
pose to dynamically change the composition strategies
according to the application context. They define an extens-
ible ordering mechanism which can be adapted at runtime.
This type of approach is not suitable for ubiquitous compu-
ting because we should specify at design time the
relationship between all adaptations according to different
context state. If we add a new adaptation to the system, the
developer should study its dependence with the other adap-
tations and also the context, which is a complex task with a
high combinatorial.

Through the study of works, it is clear that there is no
implicit approach for solving interference without develop-
er’s intervention. Our proposed approach is to merge
interfering adaptation without preventing interferences ex-
plicitly. We guarantee independence between adaptations
that can be composed whatever their order, and that can be
added or removed easily to the system at runtime. The first
work on this subject was developed in our team [2]. The
essential contribution was the definition of the composition
mechanism, which includes interference resolution process.
The composition mechanism is limited to the language de-
fined in [2]. It is very difficult to extend it to support new
known semantic operators due to an implementation with an
inference engine in Prolog. In addition, the representation of
the adaptations is not homogeneous with the representation
of the application. The adaptations are specified in the lan-
guage but we work on assemblies of components which are
represented as graphs. Therefore, it is necessary to make
two transformations from graph to the language (syntactic
tree), then from the language to the graph form. We think
that it would be relevant to remain closer to the execution
model (i.e., the level of the graph forms). Then, it could be
interesting to explain these adaptations as graphs. The use of
graphs will allow us to have a mechanism of interference
resolution independent from the language of adaptations.

III. GLOBAL APPROACH

The aim of this research is to provide automatic adapta-
tion interference composition that replaces the mechanism
of precedence. The composition process occurs at runtime
and is independent of adaptations that are in interference.

A. Process of interference resolution

The process of our approach is given in Figure 2. Each
adaptation is represented as a graph. All graphs will be su-
perposed to the graph of the initial application. We obtain a
graph G, which represents the application of all possible
adaptations on initial graph. Our composition mechanism is
independent from application’s implementation because it
occurs on graph G, which abstracts all details.

The first step is the interference detection process. Since
adaptations are independent; they can interfere each other.
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Adapted Application

Adaptation Graph
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o D Adaptations + Application

¥

Graph G l:/

Composition Layer

Graph ™~
Transformation |— /

Interference
detection

Graph G*

Figure 2. Composition process for interference resolution

So, we add a specific component ® (Figure 3) to mark these
points in order to check off interference. In the scenario
presented above, we have two adaptations: one for Nathalie
and another one for her grandmother. When Nathalie goes
into home with her grandmother, these adaptations will be
applied. The interference is presented in Figure 3.

Adapl
Brightness

Conditio\i The

m’ " N

Adap2

Superposition

Brightness

Condition \L

YA,

Interference detection step

Figure 3. Graph transformation rule for conditionals merging

Next step is interference resolution. Since we work at graph
level, the resolution of interference will be a transformation
of this graph G to a new graph G' where all problems were
resolved. Therefore, we need to define graph transformation
rules that specify how the problem will be resolved.

B.  Graph transformation and type Graph

The rewriting of a graph G into a graph G' is a substitu-
tion of a subgraph L of G by a subgraph R, where L is the
left-hand side of the rule and R is the right-hand side. There-
fore, a rewrite rule has the form of p:L 2R and is applicable
to a graph G if there is an occurrence of L in G. The applica-
tion of the rule implies to: (1) remove the graph L and
preserve the graph LNR (is the graph part that is not
changed.) and (2) add the graph corresponding to RN (L \ R)
(define the part to be created).
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To apply graph transformation rules, we have to define
the type graph. In our graph, we have two classes of nodes:
Blackbox nodes represent devices. They encapsulate the
functionalities that can be only accessed by their ports,
without knowing their semantics. Whitebox nodes partially
explain their semantics.

To define node, we need to specify two attributes: CN(n)
is the node identifier and CTy(n) is node type (blackbox or
whitebox). Graph’s edges represent interaction between
nodes. On the edge, we specify a label to indicate the se-
mantic of interaction (for example, the conditional behavior
IF has three parts, so we put on the outgoing arc one of the
three following labels: Condition, Then, Else).

C. MergelA: Merging Interferering Adaptataion

Until now, we have identified the interference between
adaptations. Our approach is to merge adaptations that inter-
fere and not to explicitly prevent interferences. Therefore
we propose the merging of adaptations from the knowledge
of the semantics of Whitebox nodes using graph transforma-
tion rules. This role is attributed to MergelA service.

MerglA (Merge Interfering Adaptation) service includes
several graph transformation rules which define how to
merge all known semantic nodes. We defined a set of merg-
ing rules which derived from previous works [2]. Our
composition is symmetric. This property consists of three
sub-properties: associativity, commutativity and idempoten-
cy. It means that there is nmo order in which composition
process should be applied. It allows adaptations to be inde-
pendent of each other and that they can be composed in an
unanticipated manner. Therefore, these properties allow the
weaving process to be deterministic.

We continue with the defined scenario. To resolve the iden-
tified interference, MerglA uses the graph transformation
rules for the merging of the conditional behavior IF and a

message (Figure 4).
L R
condition

condition Then
Nl

Else

Then

%
m->IF N

B

Figure 4. Graph transformation rule for conditionals merging

The conditional behavior “/F™ is specified by three parts.
“X” node represents the condition to be evaluated (in our
scenario X is unified to blackbox node Brightness). When
this condition is True, we execute the node “A” (the mes-
sage open the shutter). Otherwise “B” will be executed
(turn on the light for Nathalie). When two adaptations add
two bindings to blackbox node “N” (Switch), (binding to IF
behavior and binding to a message in L graph), the result of
the merging operation consists in the duplication of the
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message “B” into the two sub part of IF behavior (7hen and
Else in graph R). Therefore, we propagate the merging op-
erator ® (Figure 4) and we obtain two merging operation.
The first operation is the merging of the node “4” and “B”.
The second operation merges “B” and “B”. This propagation
allows other rules to be applied according to the semantic of
nodes “4” and “B”. In our scenario “4” and “B” are me-
thod calls (message). The result of the merging of two
different messages consists to add a parallel (PAR) operator
between the two bindings. The merging of the same mes-
sage produces a single link to this message. The interference
resolution step produces the graph of application given in
Figure 5.

SHUTTER
Shutter_1

Switchl

BRIGHTNESS

Figure 5. Final application after interfering adaptations resolution

In Figure 5, if there is enough outside brightness, we turn on
the light for the grandmother in parallel with the opening of
shutter. After that, the decision is left to the grandmother.
She can turn off the light if there is enough brightness for
her. Else (if there is not enough outside brightness) the light
will be turned on (we send a single event to the light). So we
solved the interference problem defined in our example sce-
nario.

IV. IMPLEMENTATION AND EVALUATION

In our implementation, we consider service-oriented
middleware [14] in order to manage heterogeneity of the
devices included in the infrastructure of an application. Each
application is embedded into a service which is orchestrated
using component assemblies [13]. The appearances and dis-
appearances of services are directly implemented in the
appearance and disappearance of components in the plat-
form [4].

Our approach for adaptation interference resolution was
implemented as service MergelA. If we detect interference,
MergelA receives the XML (Extensible Markup Language)
description of the graph of the application. To resolve inter-
ference, it uses the graph transformation rules defined in his
rule database. We defined five known semantic nodes.
Therefore, we have 16 rules in the rule Database (due to the
property of symmetric defined above). The graph transfor-
mation rules used in this paper can be formulated using
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several tools. In fact, we have used AGG (Attributed Graph
Grammar System) [3] to carry out the transformations. As a
consequence, we use its algorithms to resolve interference.
The complexity of the current implementation is closely
related to AGG because most of the composition time is
passed into the resolution interference step. The most com-
plex operation during the application of a transformation
rule is the search of a match in the graph (find an occurrence
of L in G). The complexity of this operation is O(2""*%)
with NNode is the number of node in the left-side graph of
the rule to apply. If we execute one transformation rules to
resolve each interference the complexity of MergelA will
be: O(NbInterf*2"V°*). From this complexity, we can de-
duce the following mathematical model:
R=al X Perl onk 4 g2 . where nx is the number of L
graph node of the rule to apply, nbinterf is the number of
interference, al and a2 are the parameters of the model and
R is the duration of the interference detection and resolu-

tion.
MergelA: Response Time

AN

=Experiments

== Nodel

W

il

1 3 5 7 9 11135 15 17 19 21 23 25 27 30 33 35 40 43 47 51

Number of Interference

Figure 6. MergelA: Response Time according to number of interference

We evaluated our approach in term of performance with
some experiments on the duration of the interference resolu-
tion step over components assemblies randomly generated.
They were conducted on a standard personal computer (In-
tel® Core TM2, 3GHz). For this purpose, various types of
components have been instantiated randomly at runtime, in
order to randomly activate two adaptations (described above
in Figure 3). Our experiments involved a set of instances of
adaptation, with their cardinality ranging from 0-100. The
number of considered interference ranged from 0 to 50.
Several experiments were made, and the Figure 6 provides a
comparison between the mathematical model and experi-
mental values. From these experiments, we can extract the
following values for the model: a1=0,446 and a2=0,02 1072

V. CONCLUSION AND FUTURE WORK

In this paper, we presented an approach for application’s
self-adaptation in ubiquitous computing domain. We pro-
posed a general mechanism to resolve interference that can

37



UBICOMM 2011 : The Fifth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

occur between adaptations. The solution proposed is to
merge the interfering adaptations. This is possible thanks to
known semantic operators. Whatever the formalism chosen
to specify adaptations, the merger considers them as graphs
to automatically compute the solution. To do this, the Mer-
gelA service uses graph transformations mechanism.

Our future work will be to study how we can add new
semantics and extend MergelA service. Actually we consid-
er only output port to detect interferences because our
defined operators have a single input port and multiple out-
put ports. If we introduce new operators with multiple input
ports we will be able to resolve interference at input port of
components. Therefore we will obtain a general approach
that considers two interference cases: Output and Input port.
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Dependability of Aggregated Objects, a pervasive integrity checking architecture
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Abstract—RFID-enabled security solutions are becoming
ubiquitous; for example in access control and tracking ap-
plications. Well known solutions typically use one tag per
physical object architecture to track or control, and a central
database of these objects. This architecture often requires a
communication infrastructure between RFID readers and the
database information system. Aggregated objects is a different
approach presented in this paper, where a group of physical
objects use a set of RFID tags to implement a self-contained
security solution. This distributed approach offers original
advantages, in particular autonomous operation without an
infrastructure support, and enhanced security.

Keywords-Ambient computing; RFID; security.

1. INTRODUCTION

Checking for integrity of a set of objects is often needed
in various activities, both in the real world and in the
information society. The basic principle is to verify that a
set of objects, parts, components, people remains the same
along some activity or process, or remains consistent against
a given property (such as a part count).

While there are very few automatic solutions to improve
the situation in the real world, integrity checking in the
computing world is a basic and widely used mechanism:
magnetic and optical storage devices, network communica-
tions are all using checksums or other error checking codes
to detect information corruption, to name a few.

The emergence of Ubiquitous computing and the rapid
penetration of RFID (Radio Frequency IDentification) led to
development of security solutions bringing those techniques
to the physical world. They can provide services such as
theft detection, alarm triggering, access control...

However, these solutions typically use a single RFID tag
on the physical object or person that is to be controlled
or protected. Unfortunately, RFID tags could face various
security issues. However, RFID tags are highly exposed to
various attacks which could compromise the service. In this
paper, we discuss an approach using a collection of tags
distributed over a set physical of objects forming a logical
group. As we will see, this approach can provide enhanced
security in specific context, as well as other interesting
properties.

The rest of the paper is organized as follows: in the next
sections, we introduce the notion of aggregated objects. The
third section discusses the advantages and potential vulnera-
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bilities. The fourth section addresses some solutions. Finally,
the fifth section discusses related works and concludes.

II. AGGREGATED OBJECTS AND BASIC CONCEPTS

A. Basic aggregated objects

Basic aggregated objects are sets of mobile and/or phys-
ically independent objects, called fragments.

First, fragments can be aggregated by an aggregating
system using an aggregating algorithm.

Then, integrity of the resulting aggregated object can be
tested at any time thanks to a verifying system using a
verifying algorithm, inside a verifying area.

Basically, a verifying system computes the integrity in-
formation of a set of fragments brought in its verifying area
and then uses it as an action trigger. For example, it could
open a door when a complete set of fragments forming an
aggregate is found, or trigger an alarm otherwise.

B. Example of applications

Two examples are to be depicted: Ubi-Check and Ubi-
Park. Both projects are direct application of the described
basic aggregating mechanisms and improve security.

1) Ubi-Check: Ubi-Check [1] helps travellers not forget-
ting one of their items, or mistakenly exchanging a similar
one with someone else. During the check-in, each passenger
is aggregated with all his items (cell phone, passport and
suitcase for instance) using RFID stickers. After leaving the
plane, passengers get their luggage integrity checked when
passing through a portal. If an item is missing, an alarm can
be triggered or a message displayed.

2) Ubi-Park: Ubi-Park is a standalone system aiming at
providing access control and monitoring to a bike shed (see
Figure 1). It grants access to any user coupled with his bike.
Users are equipped with a unique tag and their bike has to
carry one aggregated object (at least one tag). The minimum
equipment is an RFID portal next to the door that is able to
communicate with a user’s and his bike’s tags.

The key enabling to access the shed is the coupled object.
People can only enter the shed with their bike, or alone if
their bike is already inside it. The same way, they cannot
exit with somebody else’s bike as it would not be coupled
with them.
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III. DEPENDABILITY PROPERTIES

This section discusses the properties of coupled objects
systems with respect to dependability threats. Any obstacle
to availability, reliability, safety, confidentiality, integrity or
maintainability will be considered as a threat to the system
dependability. Threats are faults, errors and failures. Faults
may lead to errors, and errors to failures. More details can
be found in [2].

As any RFID system, coupled objects are exposed to
various vulnerabilities. However, as we will see, the dis-
tributed nature of coupled objects help to mitigate these
issues. We will focus on intentional attacks against RFID
implementations, starting the analysis from the failures to
the faults. Dependability impairments may vary according
to application designs, but most of the failures, faults and
errors are common to almost all aggregate-based systems.
Given examples will be based on UbiCheck and UbiPark.
Next section will deal with possible solutions.
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Ubi-Park, entrance and exit of a bike shed.

A. Failures

Failures are deviation of the system from specified results.
Some of the objectives are common to all applications, some
are specific. Here is a description of the main failures.

1) Unauthorized use of a service: This failure occurs
when the verifying system provides a service to an unau-
thorized person. In UbiPark, it would occur if the system
allows a user who did not subscribed to use it and secure
his bike for free. Moreover, this failure may lead to more
critical failures as an attacker could get its job eased inside
the shed. The main dependability attribute affected by this
failure is safety.

2) Denial of service to authorized persons: This failure
occurs when the verifying system denies its service to an
authorized person. In UbiPark, this would happen if a user
in order could not enter or exit the shed. Most of the time, it
has no catastrophic consequences. The main dependability
attribute affected it affects is availability.

3) Privacy leaks: Privacy leaks occur when an attacker
is able to retrieve personal information about users from the
system. Obviously, the main dependability attribute affected
by this failure would be confidentiality.

A verifying algorithm does not need nominative user
information nor database to perform aggregates checking,
so aggregate-based systems limit the exposure of private
information and the possibility of deriving users profile.
Still, it is possible to identify the tags IDs corresponding
to a specific user and start tracking his tags if the IDs are
not regenerated regularly. More information about privacy
threats can be found in [3]. Moreover, if aggregating data
are not encrypted, it may be possible for an attacker to
find all the fragments of an aggregate. Aggregating data
are produced by aggregating algorithms and carried by the
tags. They store the structure which is given to the physical
objects tags are attached to. In Ubipark, this would enable
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to find somebody’s bike thanks to the user badge.

4) Specific application failure (substitution, theft, van-
dalism...): As applications use action triggers of verifying
systems to control specific processes, a wrong behaviour of
this system could cause an application specific failure. As
an example, UbiCheck was designed to bring a protection
against theft and accidental substitution. Thus, main failures
would be theft and substitution. The main dependability
attribute affected by this failure is reliability.

B. Errors

An error corresponds to an unexpected state of the system
due to the activation of a fault. In aggregate-based appli-
cations, most of the errors can be considered as inconsis-
tencies between reality (real aggregated objects created by
authorized systems) and the state (set of aggregated objects)
detected by a verifying algorithm. Most of them lead to
failures. Some of them can be detected by the system,
enabling exception throwing, while some cannot.

1) lllegal appearance or disappearance of a tag: In some
contexts, there is no good reason for tags to appear or
disappear from a defined area or read point.

If aggregated objects appear where they should not, they
would compromise the integrity of the whole system and
could lead to application specific failures. In UbiPark, a
complete aggregate is a key to the exit. A key that would
suddenly pop up inside the shed while the door is closed (as
an example, it could be thrown through a grating) would be
suspicious and could enable theft.

The same way, the disappearance of a tag would produce
an inconsistency as one of the item sets would no longer be
seen as integral even if no physical object is missing. This
could lead to a denial of service (DoS).

Both situations can be detected using a reader that would
monitor the whole area of the shed.

2) Tag swapping: Swapping tags from two different
objects would introduce an inconsistency between objects
and aggregate structure. An attacker could cause this error
in UbiPark to steal a bike, leading to a substitution failure,
without any RFID knowledge. There is no easy way to detect
this error. However, aggregated objects can use a multiplicity
of tags, potentially hidden in various parts of the group
of objects to protect. An attacker would need to know the
location of all the tags to avoid an inconsistency detection.

3) Forged fragment tags: Genuine tags, are tags that are
meant to be used with the service and produced by an
authorised aggregating authority. If genuine tag are cloned,
modified or illegally built from scratch, the service could be
used without authorisation, deny its service, or be compro-
mised (specific application failure).

This error can be detected if there is a way to authenticate
fragments (see Section IV-B and IV-D).
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4) Presence of parasite tags: In some applications, the
presence of an additional incomplete aggregated object in
the control area may cause trouble. As an example, UbiPark
allows one and only one bike/user couple to cross the door
so the user cannot exit with his bike and another. This could
lead to a denial of service: if an UbiPark tag is stuck near
the door, the system would not allow anybody to enter or
exit the shed.

A parasite tag can be genuine or not. Non genuine tags
may be detected (see previous error). If the parasite tag is
genuine, they are some situations where it can be detected.
In Ubipark, a tag staying for too long at the read point of
the door could be declared as parasite.

5) Unavailable communication: Unavailable communi-
cation between readers and tags would not enable to check
aggregates and so would directly lead to denials of service.

This error could be detected by sticking an RFID tag
near the read point in a way it should be in the same radio
conditions than a user tag. A communication loss with the
tag would indicate bad radio conditions.

6) Partial user localisation: Localisation of users could
be a threat to their privacy. People could be directly observed
or threatened. This would lead to a privacy leak failure.
There is no way to detect this error. This issue can be
mitigated by regularly regenerating the IDs used to identify
the fragments.

7) Personal user data leak: If the system uses unpro-
tected personal data, an attacker could retrieve theses data
putting the user privacy in jeopardy. This would lead to
a privacy failure. There is no way to detect this error.
Hopefully, developed applications are not exposed to this
issue as they do not involve any personal data.

C. Faults

Faults are inherent weaknesses of an application design
that could make it behave in an unintended or unanticipated
manner and might result in errors and failures. The cause
could be an incorrect step, process, or data definition in
a computer program. This section focuses on intentional
human-made faults, another name for attacks, that could lead
to the errors that were previously described.

1) RF media faults:

e An attacker can prevent a tag from receiving waves
from a reader by putting it inside a Faraday cage
(reversible) thus making communication impossible.

« He could also destroy the tag (irreversible) or send high
power HF noise.

Those faults may cause illegal appearance and disappearance
errors. RF noise could also lead to communication errors
with tags.

2) Physical weaknesses:

« If tags can be unstuck without breaking, an attacker can
physically move a tag from a fragment to another. As it
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is not possible to detect a tag move (no tag localisation
available), it could lead a to tag swapping error.

o If it is possible to buy aggregated tags not attached to
an object (for example, if it is possible to buy UbiPark
tags on the Internet that can be put on a bike), there
are more possible attacks. For instance, in UbiPark, an
attacker can destroy tags of the bike he wants to steal
and put on it the bought tags.

o As applications of pervasive computing, aggregate-
based services gives free access to read points. Thus,
any attacker could place parasite tags that could lead
to a parasite tag error. Moreover, as tags are based on
public IDs broadcasting, an attacker could get a basic
localisation of a tag by detecting its presence in a read
point mesh. This could help to a track a user and cause
a “user located” error.

o Obviously other physical faults can be committed
against specific applications. For instance, in UbiPark,
an attacker could simply break the door to steal a
bike. This example shows that it is often useful to
add alternative protection (like video monitoring) to an
aggregate-based system.

However, it should be noted that aggregate-based systems
can use a multiplicity of tags, reducing the risk of a
successful attack, because all the tags would have to be
compromized in order to avoid an inconsistency to be
detected. For example, in the case of UbiPark with multiple
tags embedded inside the tires, under the seatpost or other
parts of the bike, an attacker would have to find the location
and access all the tags physically.

3) Data attacks: The following attacks require some
specific hardware and knowledge in RFID. But, since RFID
will be more and more used, anyone may have a tag
interrogator installed on their mobile phones (for example)
in a few years.

Using this tag interrogator, an attacker could:

« Prevent access to tag data (password change, kill oper-
ation)

o Alter data in a genuine aggregated tag. It would lead
to a non genuine data error.

e Write data in a new tag “from scratch” (without
cloning). It could have the same consequences.

o Clone a tag. It would lead to a non genuine tag error.

o Link a user with tag identifiers by reading tag IDs and
visually observing. This could help to track a user and
cause a “user located” error.

o Eavesdrop RF traffic or physically attack a chip (for
instance proceeding a silicon die analysis or a power
monitoring attack) in order to collect data. This can
lead to two possible errors: the retrieval of private
information and the use of non-genuine tag or data.
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IV. SOLUTIONS

Most of the previous faults and errors can be avoided
using conventional countermeasures.

« Parasite tag errors could be detected, temporarily fil-
tered and a technician could be asked to remove parasite
tags or fragments.

« Tag swapping can be solved using destructible tags that
would break and stop working if unstuck. However, this
would not solve availability issues.

o Destructible tags faults are harder to solve: Tags should
be hard to destroy but should still break if they are
removed from their carrying object.

The structure of aggregated objects, using a multiplicity
of tags, make them less vulnerable to Fragment creation,
cloning, alteration and data retrieving faults (Section III-C3)
than single tag systems : to be successful, an attacker would
have to find and compromize all the tags scattered and
potentially hidden inside the various objects of the group.
Although more difficult in practice, these attacks are still
possible and requires more complex solutions involving
cryptographic means.

A. Keys and cryptosystems

1) Symmetric and Asymmetric cryptosystems: There are
two main kind of cryptography: symmetric cryptography and
asymmetric cryptography.

With a symmetric cryptosystem, a key is shared by all
users. For encryption cryptosystem, this key is used for
both encryption and decryption. For dynamic authentication
cryptosystem (which enables a user to prove to another user
that he knows a particular secret), the same key would be
used by the user who wants to prove its identity and by the
user who wants to verify this identity.

For message authentication code (MAC) mechanism, a
piece of information added to a data to authenticate it as a
digital signature would . The main difference however is that
anyone who can verify a MAC can also issue one because he
also has knowledge of the secret key. The same key would be
used to create and verify MACs when exchanging messages.
This would lead the following issues:

o Verifying a MAC (or play the role of the verifier in
a dynamic authentication scheme) requires the shared
key. Thus, all verifiers become able to create genuine
entities.

o It is impossible to distinguish users of a symmetric
authentication system (for example, given the same
message, any user using the same key would issue the
same MAC).

o If the key gets stolen or if one person gets corrupted
(for example by distributing the key or issues pirate
messages MACs), the key has to be updated for all the
users and all previous encrypted or authenticated data
become untrustworthy.
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Therefore it is very important to ensure high protection
of chips and computers which carry the shared key in their
memory. Indeed if an attacker succeeds in extracting the key
from one of the users (device theft, side channel attackss,
etc.), the security of the whole system collapses.

To reduce risks, keys can be changed often. However,
even if it is possible to change keys of aggregates verifying
systems, rewriting all tags can be sometimes really painful.
A compromise would be to regularly update the encryption
key and to maintain a list of trustworthy keys for decryption
or authentication. This way, users using a revoked key could
be ignored without disturbing other communications. The
intrinsic drawback would be tags limited lifetime.

Asymmetric cryptography solves most of these problems
as mentionned in [4]. On the other hand, it is more com-
plex, needs more computing resources and requires higher
data storage. With an asymmetric cryptosystem, each user
generates a private key and a public key. The private key
is kept secret whereas the public key is published. The
private key enable its owner to decrypt or sign messages and
dynamically prove to another user that he is the one related
to a given public key. With the public key, any user can
encrypt messages, verify signature or play the role of verifier
in dynamic authentications. The private key is needed to
decrypt or sign data and to play the role of prover in dynamic
authentication.

With an asymmetric cryptosystem, if a user gets corrupted
or gets his private key stolen, only his public key has to be
revoked. If a private key shall be shared by a group of users
(for example by all aggregating and verifying systems), there
are fewer advantages of using an asymmetric cryptosystem.
Thus, symmetric cryptosystems may be preferred for better
performance and smaller memory footprint.

2) Digital certificates: A digital certificate enables to
bind together a public key with the identity of a user. In
particular, it contains :

o The user’s description (for example an email address),

« the public key of the user’s key pair (it can be used for

exemple to send cipher text to the owner),

o The expiration date of the certificate,

o A signature of the previous data issued by a CA (or by

another user).

Standard X.509 certificates are signed by a Certification
Authority (CA) which ensures the validity of the certificate
(the fact the owner of the certificate corresponds to the given
description). Certificates can also be self-signed. It is the
case for CA’s certificates.

The CA can revoke any certificate it delivered if it
becomes corrupted (owner’s description does not match
with real users) by publishing its corrupted public key in
a revocation list.

Certificates may be hierarchical: a CA signs several cer-
tificates for users which can sign other certificates, etc. So
the system is very flexible. If the behaviour of a user, his CA
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or the user who signed his certificate is becoming suspect,
his certificate will not be trusted anymore. A big advantage
of this solution is that it will not be necessary to rewrite all
certificates if one user turns out to be corrupted.

Obviously, the CA shall never be compromised, otherwise
all certificates would become unusable.

3) Key storage and shared key: Tag memory is often
very limited. Storing a certificate (corresponding to a tag’s
signature for example) can be problematic. In most cases,
the following solution can be used: all used public keys
are stored in each aggregating/verifying system and a short
identifier is assigned to each public key. Tags memory would
store only their identifier and their private key (which access
should be denied).

But this solution is less flexible than certificate: in par-
ticular it forces each verifying system to have a database
of all public keys and their associated short identifier.
If each tag shall have a different public key (or private
key for symmetric cryptosystem), the memory a verifying
system would need may be huge. In this case, certificates
(necessarily with asymmetric cryptosystem) may be stored
in the tag.

This idea is also useful when symmetric encryption is
used for example: the identifier of the key used by encryption
algorithm is saved (as a plain text). It makes easier changing
shared key.

B. Uncloneable tags and authentication

Cloning a tag (and so a fragment) is one of the most
critical issue of an aggregate-based system as it enables
the attacker to substitute objects or to use an unauthorized
service.

If tags contain only memory, cloning a tag is really
easy: the attacker just needs to have a writeable tag and
to copy data from the original tag to the new one. Even if
manufacturers do not allow to write some memory banks
(as it is the case with most of the commercial tags), it is
possible to emulate a tag using appropriate hardware.

C1G2 tags enable password authentication of readers: it
should prevent an attacker from directly accessing a tag’s
memory. However, the password can be easily eavesdropped
in communications as the standard do not require tags to use
a secure protocol.

Actually even tag authentication with a more complex
mechanism (for example zero-knowledge proof) is insuffi-
cient as soon as the secret (used by authentication) is shared
by all tags. Using a real genuine tag and a tag emulator, an
attacker can make any tag (including illegal clones) look like
genuine:

« If authentication is requested, the tag emulator uses the

genuine tag to correctly answer

o If normal data read is performed, the tag emulator sends

data of the tags to be cloned

This kind of attacks is called a man-in-the-middle attack
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Hence we propose several solutions:

« Randomized data encryption between tags and readers
using random data provided by the reader (see Sec-
tion IV-B1).

« The tag contains a secret key directly link to its ID and
prove it knows it to the reader without revealing it (see
Section IV-B2).

o The tag contains a secret key directly link to its data
thanks to an identity-based cryptography scheme and
prove it knows it to the reader without revealing it (with
a zero-knowledge proof for example).

o The tag uses a Physical Uncloneable Function (PUF)
(see Sections IV-B3 and IV-B4).

With the second method, tag is not really uncloneable,
just a part of the tag is uncloneable: the ID, but this is
often sufficient (see remark IV-D.1). We will say tag has an
uncloneable ID or unique ID.

Note IV-B.1. Shared secret methods can be used if the
required security level is not very high: password authenti-
cation (Section IV-F) for example.

The following section only contains advanced solutions
for a very high security level.

1) Randomized encryption: If the communications be-
tween a reader and a specific tag are always the same,
the latter can be easily cloned, even if all the data is
encrypted and incomprehensible. The attacker would just
need to eavesdrop the communications and make a device
that replays the original tag’s answers.

To face this, data to be sent from tags to readers can
be ciphered with added random data chosen by the reader.
Hence, if readers choose a nonce, each time a reader requests
tag data, transmitted answers will be necessarily different.
The random number must not be chosen by the tags because
a tag emulator could always choose the same (the number
the original tag used during the eavesdrop).

TLS ([5]) and SSH protocol version 2 ([6]) are two widely
used protocols which use this idea: the server corresponds
to the tag and the client corresponds to the tag interrogator.
Notice these two protocols also provide tag authentication.

2) Unique ID with zero-knowledge proof: Previously
presented solutions require either the sharing of a certificate
or private key between tags, either the registration of all
tag’s public keys into all interrogators. This may not be
convenient. In [7], [8], [9], there is a solution which does not
need all tags to share the same secret. Each tag has its own
private / public key-pair enabling zero-knowledge proof!of
identity (or just a signing algorithm like DSA). The public
key is the ID of the tag whereas the private key is stored in
the tag such that only its microprocessor can read the key
(more details can be found in Section IV-B4).

The tag can prove its ID is authentic by proving it knows
the corresponding private key without revealing it.
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There are two kinds of zero-knowledge proofs: honest
verifier zero-knowledge proof (like Schnorr one [10]) and
general zero-knowledge proof (like Okamoto one [11]). With
the first kind, an attacker who eavesdrops communication
between a genuine tag and a genuine tag interrogator cannot
learn any information about the private key (except informa-
tion he can directly computes from the public key). With the
second kind, an attacker who can make requests to the tag,
cannot get any information about the private key. So general
zero-knowledge proof shall be preferred when a high level
of security is required.

This solution has many advantages over the previous one:

o There is no shared key common to all tags,

o The protocol between tag and interrogator can be a
standard protocol with an additional command which
enables to prove the authenticity of tags,

« Authenticity verification can be performed only when
high level of security is needed.

However there are also some disadvantages:
o ID cannot be chosen (otherwise there is not protection

D,

o There is no authentication of the fragment’s provider:
any provider can create such tags contrary to previous
method,

« only ID (public key) is protected.

The two last issues can be solved by adding a signature (or
a Message Authentication Code) to the data (ID included)
of the tag (see Section IV-D.1).

3) Physical Uncloneable Function (PUF): According
to [12], a Physical Uncloneable Function (PUF) is a func-
tion:

o That is based on a physical system (common PUFs are

embodied in electronic chips),

o That is easy to evaluate (using the physical system),

« Which plot looks like a random function,

« That is unpredictable even for an attacker with physical

access to the component.

PUFs can be tiny electrical circuit exploiting unavoidable
IC fabrication process variations (for example path delays)
to generate secrets.

First part of [13] is an example of use of PUF f for
authenticating each tag. A more general idea could be to save
alot of (¢, f(c)) pairs for all tags (where c is a random entry
of the PUF) in each tag interrogator. Then a tag interrogator
ask a tag to give the output of its PUF corresponding to some
randomly chosen inputs c. Output of a PUF may depend a
bit on external condition (like temperature), but this issue
can be solved by accepting some error bits in the answer of
the tag.

Unfortunately, (¢, f(c)) pairs should be used only once,
else an attacker could use recorded answers. Thus, tag
readers should know all recorded challenges of each tag.
This may represent a huge amount of data and would need a
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connection to a challenge database, meaning static or online
applications. Moreover, the database could be attacked,
enabling the pirate to know all used PUF challenges and
emulate genuine tags without needing to physically clone a
PUF.

Nowadays, the only known implementation of this PUF
secured tag technology is the Vera X512H developped by
Verayo ([14]).

4) Storing cryptographic secrets, physical attacks and
PUF: Some of the previously presented cryptographic so-
lutions require tags to store shared or private secrets. Each
secret should be readable only by the tag’s microprocessor
for cryptographic purposes. If a very high level of security is
required, it is not recommended to use memory for storing
the secrets because a physical analysis of the tag’s chip can
enable an attacker to retrieve it.

Fortunately, PUFs can provide a solution. Indeed opening
a chip with a PUF will almost always change the PUF
behavior. It is difficult to use directly a PUF because output
of a PUF can depend a bit on external conditions, but there
are ways to solve this problem. For example, in [9], the
authors present a tag authentication scheme using a signed
private key issued from a PUF. It uses a helper data and a
special function which takes the helper data and the response
of the PUF to compute the private key. The helper data
normally leak very few bits and can be stored in a normal
memory. This way, the private key can be dynamically
rebuilt, which avoids its storage.

C. Memory write protection

As seen in Section III, if write or kill operations are
not locked or disabled, an attacker can easily make the
system unavailable. The kill feature is provided by many
tags to permanently disable the them. To avoid this problem
while enabling authorized users to modify aggregates, a
possible solution is to have reader authentication (not tag
authentication as in the previous section). In Section I'V-F,
some advices on ways to use simple password authentication
are given. A better method (if high level of security is
required) is to use a symmetric or asymmetric authentication
scheme as those described in Section IV-B1.

However two points shall not be forgotten:

« Man-in-the-middle attacks has to be (almost) impos-
sible (see Section IV-B). A genuine tag interrogator
must not be helpfull for an attacker device to pass the
authentication in order to write data into tags.

e Most of the time, tags cannot embed a public key
database of all authorized tag interrogators nor verify
any certificate expiration’s date (passive tags cannot
embed a clock as they have no stable power supply).
Hence reader’s authentication is quite complex. More
information can be found in the article [15].
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D. Aggregating company authentication

If a high level of security is required, one of the presented
solutions should be implemented to avoid cloning. However,
instead of cloning tags, an attacker could try to build pirate
tags from scratch or to modify genuine tags. This section
will focus on methods aiming at proving the authenticity
of the aggregating data carried by the tags. This way, only
aggregated objects issued from an authorized provider will
be taken into consideration.

1) Fragment authentication: Fragment authentication en-
ables an aggregating company (i.e. an entity allowed to
deliver aggregates) to prevent unauthorized aggregating sys-
tems from creating compatible aggregated fragments or ag-
gregated objects (related to no aggregated object but looking
like a part of an aggregated object). Notice that a corrupted
fragment can be used as a parasite tag.

The authentication can be dynamic or static.

Static authentication only uses public tag memory: a small
amount of data is added at the end of the aggregating data
which proves aggregation was done by an authorized aggre-
gating system. If the used cryptosystem is symmetric, these
extra-data are called a MAC (Message Authenticatio On the
one hand, a signature mechanism enables to know which
aggregating system created an aggregated object. If the
latter behaves dishonestly, its public key (see Section IV-A)
can be revoked. On the other hand, MAC algorithms are
generally significantly faster and produce a lot shorter mes-
sage authentication data (regarding memory space used in
the tag) than signature cryptosystems. In addition, MAC
algorithms often use either cryptographic hash functions or
symmetric block cipher which could be used by other parts
of aggregating and verifying systems (hash functions are
often used in aggregating and verifying algorithms). This
could significantly speed up the system and would free up
tag memory. Section IV-D3 deals with theses perspectives.

Dynamic authentication could also be possible, but it
would only attest that the tag to be authenticated knows
a secret (so it should be issued from the right company).
However, it would not guarantee that the aggregating data
have never been modified and is very costly.

Note IV-D.1. The MAC/signature of cloned data remains the
same as the MAC/signature of original data. So, authenticat-
ing only aggregating data does not prevent from fragment
cloning. The only way to avoid it is to add uncloneable
data in the input of the MAC/signing function. If tags have
an unique ID (see Section IV-B2), signature or MAC makes
tag indirectly totally uncloneable.

Authentication and aggregating digest size: Tag aggrega-
tion is based on data hashing. Collision resistance of the
hashing function should be high enough so they will be few
chances to find an object that can be swapped with an other
without digitally affecting the integrity of an aggregate it is
part of. Moreover, without additional security mechanisms,
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it is necessary to ensure that hashing functions are preimage
and second preimage resistant to avoid preimage attacks.
One benefit of authentication mechanisms is that it indi-
rectly enforces security of the aggregating system without
requiring theses properties. Indeed, an attacker cannot swap
a tag with a one with an other ID nor change an aggregating
digest by another without corrupting the MAC/signature. So
using a tag or aggregated object authentication enables to
reduce the size of digest (without reducing the security level)
and enable using the system without locking write operations
(if an attacker changes the content of a tag, the signature will
no longer be valid). With authentication, the digest size is
only determined by the required probability of collisions.

Note 1V-D.2.

2) Aggregated object authentication: Instead of authen-
ticating each fragment, it is also possible to authenticate
only complete aggregated objects. On the one hand, it may
use less tag memory to store its signature because it can be
spread over multiple tags, on the other hand, an attacker can
create fake tags and disturb the system (it is not possible to
reject unauthentic fragments are they are not signed) causing
the inauthenticity of the complete aggregated object.

3) Using MAC algorithm instead of hash function: There
are another complementary way to use MAC: the hash
function (used by aggregating or verifying algorithms) can
be replaced by a MAC algorithm. In this case, the private
key must be shared by all the aggregating/verifying systems
of a same service.

There are two main advantages. First, only a genuine
aggregating system can create aggregated objects. This prop-
erty is obtained by almost all solutions of the Section IV.
However using a MAC algorithm instead of a hash func-
tion would be significantly less resource consuming. Then,
adding or replacing a tag in a read-only aggregated object
becomes a lot more difficult. Indeed, with a perfectly safe
hash function (it may not exist but let suppose currently
used hash functions have this intuitive property) with n
bits output, finding a second preimage needs to try about
2™ different inputs. If n is big enough, this computation is
very costly but can be performed on any computer without
any access to a verifying system. But, if a perfectly secure
MAC algorithm with n bits output is used instead of an
hash function and if the key cannot be recovered, trying 2"
different inputs require to do 2" (or 2”~! in mean) requests
to a genuine verifying system.

So if a verifying system does not accept more than 1
request per second (for instance), a brute force attack against
an aggregated object which uses a MAC algorithm needs at
least about 2™ seconds whereas such an attack against an
aggregated object which uses an hash function requires only
2™ computations of the hash function (and each computation
may take only a few milliseconds — furthermore these
computations may be distributed on a huge number of
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computers).
Using a MAC enables to reduce the size of the aggregation
data (without reducing the security level).

E. Encryption

Encryption of the tag data avoids unauthorized readers to
parse data of tags and brings so the following advantages:

o Only authorized readers can create aggregated objects.

« An unauthorized reader cannot say if objects are ag-
gregated or not (privacy feature).

e A company can prevent other companies to sell com-
patible aggregating or verifying system. It is not only a
matter of technological monopoly, it is really important
regarding the security. For instance, another company
could interfere with one of the proposed services, or
would not fully implement all security mechanisms.

The first point can be performed by a company authen-
tication (see IV-D), but symmetric encryption is often a lot
faster than signature (but not than MAC).

Warning IV-E.1. Generally encryption does not provide
authentication. An attacker can make a fake tag with random
data (instead of encrypted data) and he can so disturb the
system (the tag is seen as a part of a aggregated object by
the verifying system although it is just a fake tag).

Asymmetric or symmetric encryption algorithms can be
used. However it does not seem very useful to use asymmet-
ric algorithm because the private key (used for decryption)
shall be shared by all RFID readers anyway and asymmetric
encryption algorithms are often slower than symmetric ones
(i.e. they need more computing resources) and cipher text
are often longer than plain text (for example, for El Gamal
encryption algorithm, cipher text size is twice plain text
size).

If signature (see Section IV-D) is also required, sign-
cryption can be a good alternative to symmetric encryption
and asymmetric encryption. Signcryption is a cryptographic
primitive which simultaneously sign and encrypt (in an
asymmetric way) a plain text.

But separated symmetric encryption and signature have
the following advantage: a cheap verifying system can only
decrypt the tag without verifying signature whereas a state
of the art one can decrypt tag data and verify signature.

If MAC (see Section IV-D) is also required, authenticated
encryption can be used. Authenticated encryption is a cryp-
tographic primitive which simultaneously performs a MAC
and encrypts a plain text. There is often only one private
key for these two operations. Authenticated encryption is
something like a symmetric signcryption.

When neither signcryption nor authenticated encryption
is chosen, there is another choice to do: whether the tag is
first signed (or authenticated by a MAC) then encrypted or
if the tag is first encrypted and then signed (or authenti-
cated by a MAC signature or MAC is not encrypted). The
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second solution brings two advantages: it needs to encrypt a
smaller amount of data and signature can be verified without
decrypting data. The first solution hides the signature which
may be useful. In particular, it prevents an attacker who
knows the signature public keys (used by each aggregating
system) but not the encryption private one from knowing
which system created the aggregated object.

FE. Use of password

Passwords are the simplest way to do an authentication.
But, as explained in Section IV-B, plaintext passwords can
be eavesdropped. If an attacker manages to get a password,
he can do the same things as a genuine reader.

So, here are some basic rules that should be applied:

o Reduce the number of times a password is sent over

the air,

o When encryption is supported, send the ciphertext of
the password and a nonce ciphered together,

o Password memory (write or read) lock should be used
only when permanent lock cannot be used (when a tag
shall be used multiple times),

o Passwords should not be the same for all tags.

In order not to use the same password for each tag, there

are (at least) two possibilities:

« Store the password in a secured tag (with real authenti-
cation and encryption). Most aggregate-based applica-
tions enable using secure personal badges (sometimes
from another service).

o The password of each tag is a MAC of its ID. The
key of this MAC shall be different from the keys
of the potential other MACs of the aggregate-based
application.

The second possibility enables to do a really simple
authentication to the tag and, if eavesdropping is impossible,
it prevents from cloning tags. Indeed an attacker does not
have access to the password and so cannot copy the tag.

In addition, password authentications should only be
proceeded in restricted areas where there must be no eaves-
dropper.

G. Implementation

We implemented and evaluated aggregated objects with
Higgs-3 RFID tags using a security strength of 80 bits (i.e.
280 operations are needed to break cryptographic primitives)
and NIST approved primitives (HMAC, DSA and AES-
CFB). Discussion of this implementation is beyond the scope
of this paper, but details can be found in [16].

V. RELATED WORKS

Aggregated objects principle differs from many RFID
systems where the concept of identification is central and
related to database supported information systems. In some
works, the tag memories are used to store semantic informa-
tion, such as annotation, keywords, properties [17], [18]. Our
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approach is in the line of this idea: RFID are used to store
in a distributed way group information over a set of physical
artifacts. The concept using distributed RFID infrastructure
as pervasive memory storage is due to Bohn and Mattern
[19].

Maintaining group membership information in order to
cooperate with “friend devices” is a basic mechanism
(known as pairing or association) in personal area networks
(PAN) such as Bluetooth or Zigbee. Some personal security
systems based on PAN for luggages were proposed [20],
which enable the owner to monitor some of his belongings,
such as his briefcase, and trigger an alarm when the object is
out of range. A major drawback of active monitoring is the
energy power which is required, as well as potential conflicts
with radio regulations that can exist in some places, namely
in airplanes.

Still in the context of Bluetooth, RFID has also been
used to store PAN addresses in order to improve discovery
and connexions establishment time [21]. It can be seen as
storing “links” between physical objects, such as in coupled
objects, but without the idea of a fragmented group. Yet
another variant is FamilyNet [22], where RFID tags are used
to provide intuitive network integration of appliances. Here,
there is a notion of group membership, but it resides on
information servers instead of being self-contained in the
set of tags as in aggregated objects. Probably the closest
concept to Ubi-Check is SmartBox [23], where abstractions
are proposed to determine common high level properties
(such as completeness) of groups of physical artifacts using
RFID infrastructures.

VI. CONCLUSION

Aggregated objects are a pervasive computing architecture
for integrity checking of group of physical objects with
many possible applications. In this paper, we discussed the
dependability properties of aggregated objects. The essential
properties of this architecture, distributed and autonomous,
reduce the vulnerabilities associated with traditional RFID
systems. However, some threats still exist and requires
appropriate defense depending on the application and its
required security level. As we have shown, some solutions
exists but the computing power and memory size limitations
of current RFID implementations are still challenges for
the most secure approaches, and are active research topics.
However, there are applications scenarios, such as UbiPark,
where current implementations provide a sufficient security
level and strong practicle benefits.
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Abstract—The purpose of this paper was a semi-supervised
learning method of alternatives ranking functions. This
method extends the supervised RankBoost algorithm to
combines labeled and unlabeled data. RankBoost is a
supervised boosting algorithm adapted to the ranking of
instances. Previous work on ranking algorithms has focused on
supervised learning (i.e. only labeled data is available for
training) or semi-supervised learning of instances. We
are interested in semi-supervised learning, which has as
objective to learn in the presence of a small quantity of labeled
data, simultaneously a great quantity of unlabeled data, to
generate a ranking method of alternatives. The goal is to
understand how combining labeled and unlabeled data may
change the ranking behavior, and how RankBoost can with its
character inductive improve ranking performance.

Keywords-learning to rank; ranking functions; semi-supervised
learning; RankBoost algorithm.

L INTRODUCTION

Learning to rank is a relatively new research area which
has emerged rapidly in the past decade. It plays a critical
role in information retrieval. Learning to rank is to learn a
ranking function by assigning a weight to each document
feature, then using this obtained ranking function to estimate
relevance scores for each document, and finally ranking
these documents based on the estimated relevance scores
[1][2]. This process has recently gained much attention in
learning, due to its large applications in real problems such
as information retrieval (IR). In learning to rank, the
performance of a ranking model is strongly affected by the
number of labeled examples in the training set, therefore,
labeling large examples may require expensive human
resources and time-consuming, especially for ranking
problems. This presents a great need for the semi-supervised
learning approaches [3] in which the model is constructed
with a small number of labeled instances and a large number
of unlabeled instances. Semi-supervised learning is a well-
known strategy to label unlabeled data using certain
techniques and thus increase the amount of labeled training
data [5].
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Ranking is the central problem for many information
retrieval (IR) applications. It aims to induce an ordering or
preference relations over a predefined set of labeled
instances. This is for example the case of Document
Retrieval (DR), where the goal is to rank documents from a
collection based on their relevancy to a user’s query. This
type of problem is known under the name of ranking for
alternatives [1]. The ranking of instances is another type of
ranking which comes from the IR such as routing
information [6].

Since obtaining labeled examples for training data is very
expensive and time-consuming, it is preferable to integrate
unlabeled data in training base.

Most semi-supervised ranking algorithms are graph-
based transductive techniques [4]. These techniques can not
easily extend to new test points outside the labeled and
unlabeled training data. Induction has recently received
increasing attention.

For an effective use of the semi-supervised learning on
large collections data, [6] presents a boosting based
algorithm for learning a bipartite ranking function (BRF) for
instances. This an extended version of the RankBoost
algorithm [7] that optimizes an exponential upper bound of a
learning criterion which combines the misordering loss for
both parts of the training set. We propose an adaptation of
the supervised RankBoost algorithm on partially labeled data
of alternatives which can be applied to some applications
such as web search. Our algorithm based on pairwise
approach [8] which takes query-document pairs as instances
in learning.

Our contribution is to develop a semi-supervised ranking
algorithm for alternatives. The proposed algorithm has an
inductive character since it is able to infer an ordering on
new examples that were not used for its training [5]. The
unlabeled data will be initially labeled by a transductive
method such as the K nearest neighbours KNN.

The rest of the paper is organized as follows : Section 2
provides a brief literature review to the related work, we
introduce the principle learning to rank and its interest into
the IR. We also detail the problem of ranking of alternatives,
the RankBoost algorithm and the principle of semi-
supervised learning. In sections 3, we present our proposal
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for semi-supervised method. The collections used and
experimental results are detailed in Section 4. Finally,
Section 5 concludes the paper and gives directions for future
work.

II. LEARNING TO RANK

Ranking a set of retrieval documents according to their
relevance for a given query is a popular problem at the
intersection of web search, machine learning, and
information retrieval. Over the past decade, a large number
of learning to rank algorithms has been proposed [9]. In
learning to rank, a number of queries are provided, each
query is associated with a perfect ranking list of documents,
a ranking function assigns a score to each document, and
ranks the documents in descending order of the scores [7].
The ranking order represents relative relevance of documents
with respect to the query. In a problem related to learning to
rank, an instance is a set of objects and a label is a sorting
applied over the instance. Learning to rank aims to construct
a ranking model from training data.

Many applications of learning to rank involve a large
number of unlabeled examples and a few labeled examples,
as expensive human effort is usually required in labeling
examples [7].

The issue of effectively exploiting the information in the
unlabeled instances to facilitate supervised learning has been
extensively studied known as the name semi-supervised
learning [2]. We are interested to apply the supervised
RankBoost algorithm with this type of learning. Indeed,
RankBoost has an inductive character; it is thus able to order
a list of examples not seen during the phase of training by
inferring an order on this list. In the following, we present
the principle of the ranking for alternatives, the RankBoost
algorithm as well as the principle of semi-supervised ranking
algorithm.

A. Ranking of Alternatives

Learning to rank is a newly popular topic in machine
learning. When it is applied to DR, it can be described as the
following problem : assume that there is a collection of
alternatives which called documents in DR. In retrieval,
giving a query, the ranking function assigns a score to each
pair query-document, and ranks the documents in descending
order of these scores. The ranking order represents the
relevance of documents according to the query. The
relevance scores can be calculated by a ranking function
constructed with machine learning. This type of ranking is
known as of ranking of alternatives [1].

B. RankBoost Algorithm

RankBoost is a supervised learning algorithm of
instances designed for ranking problems. It builds a
document ranking function by combining a set of ranking
features of a set of document pairs [3].

More precisely, RankBoost learns a ranking feature f

on each iteration, and maintains a distribution Dt over the

ranked pairs. The final ranking function F is a linear
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combination of these ranking features that, in our context ,
defined by:

F=Y" af(x.hk). (

where x; is the query and k its vector of alternatives
associated.
Each ranking feature f, is uniquely defined by an input

feature j,€ {1...d} and a threshold 6, :

ft(x):{lnif¢jt(xi’k)>9t .

0, si non

where ¢, (x i k) is the j " feature characteristic of x;.

Assume that for all example pairs, one knows which
example should be ranked above the other one. The learning
criterion to be minimized in RankBoost is the number of
example pairs whose relative ranking as computed by the
final combination is incorrect.

C. Semi-supervised Ranking

Semi-supervised ranking has a great interest in machine
learning because it can readily use available unlabeled data
to improve supervised learning tasks when the labeled data
are scarce or expensive. Semi-supervised ranking also shows
potential as a quantitative tool to understand human category
learning, where most of the input is self-evidently unlabeled.

The majority of the semi-supervised ranking algorithms
are transductive techniques based on valuated and non-
oriented graph [10]. The latter is formed by connecting
gradually the nearest points until the graph becomes
connected. The nodes are consisted of the examples labeled
and unlabeled of training base and the weights reflect the
similarity between the neighboring examples. This graph is
built with a method, such as k nearest neighbors, which
allows finding the labels of the unlabeled examples by
exploiting the graph directly by propagating for example the
labels of the data labeled with their unlabeled neighbors. It
thus affects a score for each instance, 1 for the positive
instances and O for the others. The scores are then
propagated through the graph until the convergence. At the
end, the scores obtained make it possible to induce an order
on the whole of the unlabeled instances [5]. We chose this
method in our context to label the unlabeled data in the
training set.
These data will be used with the labeled as inputs in our
proposal that have the advantage of both the inductive and
transductive approaches. We thus propose a semi-supervised
algorithm which it is able to infer an ordering on new pairs
query-alternative that were not used for its training. We
detail this proposal in the following section.
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III. PROPOSAL FOR SEMI-SUPERVISED METHOD

In training, a set of queries X = { x,, x,, .., x,, } and a set
of alternatives Y is given. Each query x; € X is associated
with a list of retrieved alternatives of variable size mi, y,=
(yi1 yeres yl.'"" ), with yik e IR . yik represents the degree of
relevance of the alternative k& from x;. A feature vector @,

(X;, k) is created from each query-document pair (x,, k) [6].

The ranking function f; allows associating a score for
this vector. We propose thus a labeled learning base §
:{(xl_, yl.)}:'il and an unlabeled learning base formed with

all parts of queries unlabeled S;= {(x, )}Z:H .

In this paper, we demonstrate a semi-supervised learning
method could worth exploring in ranking functions of
alternatives. The principal motivation to this led to find an
effective ranking function. And it is necessary to have a base
of learning which often requires on the one hand the manual
labeling alternatives and on the other hand the unlabeled
alternatives. The goal is to find the best entered to label to
reduce to the maximum the number of labeled data. For an
effective use of the semi-supervised learning on large
collections, we adapted a modification of the supervised
ranking RankBoost algorithm, and we presented the model
suggested and described its functionalities as well as the
choices of implementation.

In the following part, we detail the operation of the
RankBoost algorithm applied to our context.

A. Adapation of RankBoost algorithm to
supervised ranking of alternatives

semi-

The adaptation of RankBoost is given in the algorithm 1: we
dispose a labeled training set S = {(x;,3;), ., (X,,, V)}>

where each example x; is associated with a vector of
relevance judgment y,=(J, ..., y") where y* € IR . m,
denotes the number of alternatives for x;.

S’ = {(x,'-,y; ); ie {m +1,..,m+ n}} is the second labeled
subset obtained from unlabeled set Sy by using the nearest
neighbours (NN) algorithm.

At each iteration, the algorithm maintains a distribution
A, (resp. 4,') on the examples of the learning base S (rep.
S’), a distribution v/ (resp. v/') on the alternatives
associated with the example x; (resp. x;' ) and a
distribution Df (resp. D,i’) over the pairs (query, alternative),
represented by a distribution on couples (%, /) (resp. (k°, 1))
such as yik € Y, (resp. y{" e Y,') and yl.[ e Y_ (resp.

yf’ € Y_") for each example x; (resp. x;").
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Vie {l,.m},V (k D) e {l,.,m}> suchas y eV,

+

y ey,
D} (x2)=2% vik) vi(l). 3)

Vie{mtl,., mtn}, ¥V (K, ") € {1,., mi’}2 such as yl{"

eY', y{'e Yo'
DI (kI =2 vk vi'd). 4)

These distributions are updated due to the scoring
function f,, selected from the semi-supervised learning of
ranking features algorithm (algorithm 2) which will return

the resulting value of the threshold 8, associated with each

characteristic and the possible values which can be
associated with f; , such as:

)_{1 i gpj(x,-,k)> 0, . 5)

k)=
1l 0 sigp;(x,k)<0

res

where x; is the query of index i and £ is the index of the
alternative associated with x; .

For each example, the weight ¢, is defined by [3]:

1 1+7
a, =—In| —~|. 6
) (l—rtJ ©)

where

DI H (N VACTNIEWACING)

. -
DI GND VACANDENACANY)

Bis a discount factor. When this factor is zero, we will find
the situation of supervised learning.

Algorithm 1. RankBoost algorithm adapted to ranking of
alternatives

Entry : A labeled learning set S= {(xl. Y ); ie {1,..,m}}

A labeled learning set S’= {(x;-,yl'- ); ie {m +1,., m+ n}}
obnained by KNN method.
Initialisation :
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I
vien /‘ti—i A _Pi siy; €Y,
IE{ 9'“9m}9 1 — 7‘/1’(]():

m k
—siy; €Y
n.

i

1 ,
—,siyf"eY+
. T S Pi
Vie{mt+l, ., mtn}, 4i'=— ,v (k)=
n ki
—siy;'eY
n; -

Fort:=1,...,T do
- Select the ranking feature f, from D, and D,’
- Calculate «, using formula (6)
-vie{l, .. m}, v (kl)ye {1, .., m}* such as
yik el,, yil e Y_, update Dti+1(k,l) :
Dt[+l (k, )= Ay Vti+1 (k) Vti+1 (0

-Vie {m+l, ., mn}, ¥ (K, ) € {1, ..., m;'}* such
as yi' e Y;, yl'e Y update D.,,"(k’,I’):

t+1

Dy (K1) = Aoy Vi () vy (1)

i1
-vie{l,.,m}, A, = ﬂl‘sz ,
t
vilk)ew Canfiloik)) i gy,

i (k) Ztl
Viglk)= )

t+ Vt’(k)expz(o_ll[if,(x,-,k)) si yz'k ey

t

where Zt” , Z;”and Z, are defined by :

7!"= Y vik)exp(-a, f,(x,,k)),

kiyfey,

2= S viexpla /0, 7, = Y 47,2}

I:y,’eY, i=1

) ) ﬂi'Z_li’Zli’
-Vie {mtl, ., mtn}, A=t

z,
vi'(kexp (- a, f,(x;". k')
lei

vi'exp (e, £, (x;' . k)
zn

i yl»k'e Y,

Vti+l'(k'):

si yik'e Y.

where Z,'',Z; """ and Z," are defined by :
2= v (k)exp(—a, £, (x;' k)

k':yf 'ey,’

z;= Y vi)expla, f,(x,',1)
[:'y,( 'ey_!
m+n
2= a2z
i=l+m

end

Output : The final ranking function F = Z:l a,f,

In each iteration t, &, is selected in order to minimize

the normalization factors Z, and Z,".

Our goal in this algorithm is finding a function F, which
minimizes the average numbers of irrelevant alternatives
scored better than relevant ones in S and S’ separately. We
call this quantity the average ranking loss for alternatives,

Rloss(F, Su S‘) defined as:

Rloss(F,S U S') =

LS LS S sn<o] O

m= n;p,; kyfey, Lyfer.

L3S S k) £l 1)< 0]

' '
no-n i p i k':y‘erJr'l':y‘k'EY,'

where p; (resp. n;) is the number of relevant alternatives
(resp. not relevant) for example x;in S and p’; (resp. n’) is
the number of relevant alternatives (resp. not relevant) for
example x’; in S’. And the expression [[P]] is defined to be
1 if predicate P is true and 0 otherwise.

B.  Adaptation of the Algorithm of selection of ranking
features

The algorithm of selection of ranking features or
functions (Algorithm 2) makes it possible to find, with a
linear complexity in a number of alternatives, a function f,

which minimizes 7, in a particular case where the

function f, is in {0, 1} and is created by thresholded
characteristics associated to the examples.

Let us suppose that each query x; (resp.x;') has a set of
characteristics provided by functions ¢;, j = 1... d. For each j,
®; (X;, k) (resp. @ x;', k’)) is a real value. Thus, itis a
question of using a thresholding of the characteristic @; to
create binary values. All the basic functions are created by

defining a priori a set of thresholds {ﬁq }qul with g >...> 0,.

Generally, these thresholds depend on the characteristic
considered.
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Algorithm 2. Algorithm of selection de ranking features

Entry :
s Vie{l,.,m (kD e{l..m} suchas y' e Y, and

yil eY
A distribution D; (kD= ﬂi Vti (k) Vti (1) on the training set S.

Ve {mtl, ., mtn}, V (K, I') € {1, .., m;"}* such as

k 1 ' ' '
Vi EY+’yi EYf:
A distribution DL, (k’, I') = A,y vy () vi,' () on the
training subset S°.

L d
= Set of characteristics {q) I (xi , k)}j=1
» Foreach @, aset of thresholds {Hq }qul suchas 6, >...> 6,

Initialisation :
» Vie{l,..,m}, k) e {1,.,m},
_ kagii i
z(x;, k)=y; 4v; (k)zl:y{:tyf Vi (l)

= Vie {mtl,.mtn}, (K, )e{l,...,m'},

7' (x;', k,):yik '/1; 'Vli'(k’)z l':y,-";=}’:k'vli (l’)
r*«0
Forj:=1,...,d do

-L—0

For g :=1,...,Q do
Le—L+ Z zm:]Z k:(p/(x,,k)”(xi’k)

+ Zi”:nnﬂZkv:(pj(xi,,k,)ﬂ'(xi',k')

if [L[>|r*| then
r*« L
Jri

*
0% — «9q
k*<—k
end
end
end

Output : (¢, * 0%, k*)

IV. EXPERIMENTS

We used the MQ2008-semi (Million Query track) dataset
in LETOR4.0 (LEarning TO Rank) [1] in our experiments,
because it contains both labeled and unlabeled data. There
are about 2000 queries in this dataset. On average, each
query is associated with about 40 labeled documents and
about 1000 unlabeled documents.

MQ2008-semi is conducted on the .GOV2 corpus using
the TREC 2008, which is crawled from Web sites in the .gov
domain. There are 25 million documents contained in the
.GOV2 corpus, including HTML documents, plus the
extracted text of PDF, Word and postscript files [1].

Copyright (c) The Government of Tunisia, 2011. Used by permission to IARIA.

Each subset of the collection MQ2008-semi is
partitioned into five parts, denoted as S1, S2, S3, S4, and
S5, in order to conduct five-fold cross validation. The
results reported in this section are the average results over
multiple folds. For each fold, three parts are used : one part
for training, one part for validation, and the remaining one
for testing. The training set is used to learn the ranking
model, the validation set is used to tune the parameters of
the ranking model, such as the number of iterations in
RankBoost. And the test set is used to report the ranking
performance of the model.

In order to compare the performance of the algorithm we
evaluate our experimental results using a set of standard
ranking measures such as Mean Average Precision MAP,

Precision at N, and normalised Discounted Cumulative Gain
(NDCGQG).

> (P@n* rel(n))

MAP = (14)
#total relevants docs for this query
P@n= #relevantdocs in top n results (15)
n
w27 (16)
Ny =2 =
=222 ogi

The value of the discount factor, which provided the best
ranking performance for these training sizes, is #= 1. We
therefore use this value in our experiments.

Tables 1 and 2 show the results on testing set generated
by an assessment tool associated with the benchmark Letor

[1].

TABLE 1. P@N AND M AP MEASURES ON THE MQ2008-SEMI
COLLECTION
Algorithmes P@wl | P@3 | P@5 | P@7 | P@10 | MAP
RankBoost 0.457 | 0.391 | 0.340 | 0.302 | 0.248 | 0.477
RankSVM 0.427 | 0.390 | 0.347 | 0.302 | 0.249 | 0.469
Algorithme 1 0.450 | 0.393 | 0.341 | 0.302 | 0.252 | 0479

TABLE II NDCG@N MEASURES ON THE MQ2008-SEMI
COLLECTION
Algorithmes | NDCG@1 | NDCG@3 | NDCG@5 | NDCG@7 | NDCG@10
RankBoost 0.463 0.455 0.449 0412 0.430
RankSVM 0.495 0.420 0416 0413 0.414
Algorithme 1 | 0.465 0.453 0.438 0.414 0.434

These results illustrate how the unlabeled data affect the
performance of ranking in the proposed algorithm. We
notice a slight improvement in using the criterion P @ n
(resp. NDCG) for n = 3 and n =10 (resp. for n = 1, n=7 and
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n = 10). The results also show that our proposed algorithm
has an average precision (MAP) better than that found by
RankBoost and RankSVM. These results prove the interest
of integrating unlabeled data in ranking functions with semi-
supervised learning.

V. CONCLUSION

In this paper, we proposed a semi-supervised learning
algorithm for learning ranking functions for alternatives.
This algorithm has the advantages of both transductive and
inductive approaches, and can be applied in semi-supervised
and supervised ranking setups. In fact, this algorithm is able
to infer an ordering on new pairs query-alternative that were
not used for its training. The advantage of this proposition is
that it is able to advantageously exploit the unlabeled
alternatives. We propose in the following to supplement the
experimental part and to integrate other methods such as
active learning which select most informative examples for
ranking learning.
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Abstract— In this paper, we present an Information Service
designed for maintaining resource information in Cébud

datacenters. We employ a P2P cluster of super-pedisat share
the resource information and load of related activies in a
Distributed Hash Table (DHT) based manner. Our DHTdoes
not employ the standard keyspace range-partitioning but

implements more complicated algorithm to enable bégr

distribution and fault-tolerance in the Cloud datacenter

context. We implement a prototype of the proposedystem and
conduct comparative measurements that illustrate & scalable
and fault-tolerant capabilities.
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decentralized. Centralization refers to the alliocabf all
query processing capabilities to single resourdklo&kup
and update queries are sent to a single entithensystem.
Systems including R-GMA [4], Hawkeye [5], GMD [6],
MDS-1 [7] are based on centralized organization. [3]
Centralized models are easy to manage but they walle
known problems like scalability bottleneck and #&npgoint

of failure. Hierarchical organizations overcome sormf
these limitations at the cost of overall system aggability,
which now depends on different site specific adstrators.
Further, the root node in the system may presesingle
point failure similar to the centralized model. t®&yss
including MDS-3 [8] and Ganglia [9] are based on
hierarchical organization. Performance evaluatibnmmst
popular Grid solutions — R-GMA, MDS-3 and Hawkeye,

A Grid Information Service is software component,could be found at [13]. Decentralized systems, uidiclg

whether singular or distributed, that maintainsoinfation
about resources in a distributed computing enviremnil].
An
populating resource data by Producers of
information and a Query Interface for retrieving by

interested Consumers - system administrators, resou
reservation and capacity planning tools, job sclezduetc.

In this paper, we present an Information Servicd th
suitable for maintaining data about resources i€laud
datacenter. It overcomes many limitations of emgtGrids
solutions taking advantage from the Cloud-speafotext.
Our system is formed of a P2P cluster of dedicatgokr-
peers [2], where datacenter resource informatiatristured
as a Distributed Hash Table (DHT). Our DHT emplays
non-traditional keyspace partitioning algorithm ttheades
off better performance and fault-tolerance capidsli for
disadvantages that are not of importance to thadClo

P2P, are coined as highly scalable and resilient, b
manageability is a complex task since it incursog df

Information Service has an Update Interface fometwork traffic. Two sub-categories are proposedPRP
resourclterature [10]: unstructured and structured. Wnstired

systems do not put any constraints on placemerdatd
items on peers and how peers maintain their network
connections. Resource lookup queries are flooded
(broadcasted) to the directly connected peers, wimicdurn
flood their neighboring peers. Queries have a TTimg to
Live) field associated with maximum number of hopsd
suffer from non-deterministic result, high network
communication overload and non-scalability [17TuStured
systems like DHTs offer deterministic query searesults
within logarithmic bounds on network message comiple

B. Didtribute Hash Tables (DHT)
The foundations of DHT are an abstract keyspaceaand

The remainder of the paper is organized as followspartitioning scheme that splits ownership of theydpace

related work on Grid Information Services and peepeer
based resource discovery is provided in Sectidde2tion 3
presents our system architecture, distribution ritlgo and
relative use-cases. In Section 4, we describe thtotype
implementation and technology. Results from expenial
evaluation are presented in Section 5. Discussioroar
approach and outlook to future research complet@dper.

Il RELATED WORK OVERVIEW

A. Information Services Organization

A taxonomy based on system organization [3] cleessif
the Information Services into — centralized, hienaral and

This research is supported by the National Sci€ucel Proj.
JI/IBY02/22-2010
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among the participating nodes [11], see Figurentlexing
could be one-dimensional or multi-dimensional,, iteased
on preliminary defined set of multiple search htites [18].
Each node maintains a set of links to other nodes
(neighbors), thus forming an overlay network. A Kop
query is redirected to the neighbor that is owrfeclosest
keyspace to the searched key, until the responside for
that key answers the query. The keyspace partitiphas the
essential property that removal or addition of armle
changes only the set of keys owned by nodes wiicadt
portions, and leaves all other nodes unaffectedceSany
change in ownership typically corresponds to badtiwi
intensive movement of objects stored in the DHTmfrone
node to another, minimizing such reorganizatioretguired
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to efficiently support fault-tolerance and highesabf churn

(node arrival and failure) [12].
-1 0

/B”/\\

B’s

responsibility
| \1
3 (B)
) @4
W\ r s
i /A responsibility
D’s D ( 21
S e —
responsibility SO 7

Figure 1. DHT keyspace partitioning ring.

Il.  SYSTEM OVERVIEW

A. Systemarchitecture

Our system architecture has three layers - Figuhe the
bottom layer are the Producers of resource infaomat

exchange periodic pings with each other to detesbine
participant gets down or becomes inoperable. Thuss,
designate two states of a cluster nodwatlable (1) andnot
available (0). We define a terntluster state as follows:
considering we have a cluster of N nodes, the sysielers
them in a sorted sequence, assigning static indegath
node {G, C, ..., G}. A cluster state is represented by a list
of N Booleans showing the availability of each naiehe
respective index. We can consider that every nodéhé
cluster ‘knows’ the entire cluster state, sincergmee can
detect if any other node goes down - when resptmsee
ping is not received in a predefined time frame.

Cluster State ={h by, ... b4}, bj=0o0r1l @

C. DHT Keyspace partitioning algorithm

Our cluster acts as a DHT, i.e., every node isamesiple
for a certain subpart of the whole set of resourddisin the
datacenter. Respectively, every resource has aaircert

These are the datacenter nodes with all hardwate anegnonsible node where its data is stored. Our BHiploys

software resources as well as any physical or ébgiotities
that produce resource information updates. Produgss the
Update Interface to provide resource status updatdbe
System on the upper layer. The Information Seriic¢he
middle layer is formed by a cluster of dedicatecie®
(super-peers), each of which having a local storRgeource
data is distributed within the cluster and storgdHe cluster
nodes in a deterministic way. The up-most layaissisted
of Consumers of resource information that use ther®)
Interface to retrieve data from the Informationvges.

: Cloud Datacenter
n 4
P fu— ~,
a | A ,l" 1
e |51 4 - 5
s TS
E scheduling & capacity Cloud
O Query
Interface
- - - . Local Local
a |:- -] IT -j |‘t _} |‘~ _] Store |: -]5t|'-”'E .
- | I | | Information
3 w @ @ @i el Service
« B2 Bl B B = Cluster
) i) y J Update
"""""""""""""""""""""" Tnterface
AR 1L
g ANENNy gy =3 0 R
= Ser
'g L1111 L SIS Accounts Maintenance
& Datacenter Nodes & Devices Porcedures

Figure 2. System architecure overview.

B. The Information Service Cluster

Our Information Service is a distributed systenmfed
of a cluster of dedicated nodes. Every node maistai
connections to all others (scheraery-to-every). The size
of the cluster, in terms of number of participatmages, may
vary in accordance with the volume of the datacesme the

a non-traditional keyspace assigning algorithmisltone-
dimensional and based on the resource id as fallows

We build all permutations of cluster node indexesd a
order them lexicographically [15], assigning to leac
permutation an index number. Thus, for N nodes axeN!
in count permutations in the following lexicogragddiorder:

PO = Q)! C.L! ey Q\I-Zl CN-l' (2)
Pi=G, G, ..., G, G

Pt = Cuts Cuas -y Gy Co

We then use some well-defined hash function that
calculates an integer number out from the resodtce

IDHash = hashFunction(Resourceld) 3
Any hash function [16] that produces chaoticallyesul
integers would do the job. The remainder producgd b

dividing the hash code to the number of permutati(!)
would give us a certain permutation index from the
lexicographical order of permutations:
r = IDHash mod N!, £1[0, N!-1]. 4)
As a result, we have a distribution function (chttmaps
resource ids to certain permutations of clusteesod

d(Resourceld) -> = {C,o, Cy, ... Gno1}- 5)
The mapping of resource id to a certain permutatibn
nodes (Formula 5), we interpret as follows; i€ the primary
responsible node for that resource and must handDy is
considered secondary responsible (fault-tolerano€ee and
overtakes the handle upon the resource whgnisCnot
operable. ¢ is third responsible, ready to handle the

amount of resources subject of monitoring. All r@de resource when gand G, are not available, and so forth.
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It could be analytically proven that as far as piazt
hashes are chaotically spread integers, this dhgofieads to
a normal distribution of resources over the resiasodes
for any state of cluster. We have chosen to keeytral
discussion beyond the scope of this paper. It cbeldlso
proven, if not considered obvious, that our aldnit
preserves the essential property of DHTs that appmeand
disappearing of a cluster node concerns only thefskeys
owned by this very node. This means rebalancingldvba
done with minimal number of redirections and withou

redundant swapping of responsibilities. Update Store et
Resource Information
D. Fault-tolerance Information LoCALLY
. . . T Cluster Store
In previous section, we defined how Fault-tolerance v 2l Nodei { Replica J

responsibilities are rebalanced, but data can wctialy
survive node failures if not being replicated. Takle Fault-
tolerance, we define that system could be confidjwh
predefined ‘level of replication’ (LR) denoting thember of
copies that should be kept within the cluster. dwihg our
distribution algorithm, the copies of each resoule¢a are
placed on the first LR in count nodes from the peation
(of nodes) mapped to the respective resource (Har&)u

E. Use-cases

This section describes Cloud Information Servideteel
use-cases and our sequence of actions in theitihgnd

Use-casel: Resource Lookup Query

Monitor

Information Service Information Service

Applications Cluster Cluster

Cluster
Node 0

Cluster
Node 0

Request
Recource
State

by ID

Redirect to
= Responsible
Cluster

Node

Retrieve
= from

Cluster
Nodei

Cluster
Nodek

local
store

Cluster
Node N

Cluster
Node N

Figure 3. Resource Lookup Query sequence.

The Consumer of resource information requests aures
state by given id, contacting random node in tHerination
Service Cluster. The node receiving the requediraes the
call to the currently responsible node for thabtese. The
responsible node retrieves the data from its Isiak.

Use-case 2: Massive Searching/Listing of Resources

Monitor Information Service Information Service
Applications Cluster Cluster

List Cluster | N Cluster | | List my

Resources Node 0 ] Node 0 portion
(by |
fitler) -

Cluster Broadcast N Cluster | .| List my

_________ k2| Modei ||  request Node k portion

Cluster [ N Cluster | .| List my

Node N Node N portion

Figure 4. Massive Query Listing sequence.

The Consumer of resource information requestst afisll
resources within the datacenter, potentially #teby some
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criteria. The request is passed to a random clusbele,
which broadcasts it to all other (live) nodes. Bveode in
the cluster retrieves from its local store the stibef
resources, on which he is current owner that yatisé
supplied filtering criteria.

Use-case 3: Resource Information Update

Monitor

Information Service Infarmation Service

Applications Cluster Cluster

Broadcast
Replicas Cluster __)[ Store J

______ > Nodek Replica

Figure 5. Resource Information Update sequence.

The Producer of resource information sends rescstates
update to the responsible node for the target reso’he
responsible node stores locally the resource irdtion and
sends replicas according the preconfigured level of
replication. In Cloud environment, we consider that
datacenter worker nodes could be redirected to eminto
their currently responsible cluster node. If tlsis1ot feasible
for some specific situation, the use-case shouttplyi be
extended with one redirection step internally ie thuster,
similarly to Use-case 1.
F. Utilizing Non-replica Caches

Information Systems ambitious to provide efficient
management of resource data, and respectively — a
competitive system performance, usually need tdempnt
runtime caching in order to minimize the drawbabksn
slow disk 1/0O operations. Implementing runtime cachn
distributed systems is usually a complicated tesikce
consistency of the cached data must be maintained v
synchronization messages or common access to adshar
memory. One of the major advantages of DHTs isthgle-
place responsibility for a given resource at anyrmanot in
time. Thus, our Information Service can abandon the
performance dropping complexity of maintaining wistted
caches and can use non-replica caches having drargee
that data will not be modified from different place

IV.  PROTOTYPEAND TECHNOLOGY

We implement a prototype of the proposed systethen
Java programming language. Although Java byte code
running in a JVM is considered less performant thatively
compiled components, we consider it works fine 6o
purposes. Since we will illustrate the system &dficy when
it scales to increasing number of cluster nodes, ftked
performance of each individual node is not of int@oce to
us. Our communication is a custom implemented ngessa
passing-like protocol on the top of Java TCP sackEobr
local storage on each node, we decided to use aQUyS
database. MySQL was chosen for two reasons. Eirstthe
most popular free database, it is vastly used andoi
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expected to show any eccentric behavior that bidlkses bt e R
results. And second, MySQL is also employed in ohthe 700 - A gl W
famous grid systems - the European Data Grid [hd]their gs TR onmm
R-GMA implementation. In this sense, we also detit® BO0-3 A —e—100 users
use the R-GMA data storing model: in R-GMA instaoé 500 | P

given resource type are stored in a dedicated taitietable a n—

structure (columns) corresponding to the attribuieghis 400 e
resource type. There is one table entry for evespurce
instance and the entry fields (columns) hold tHeesof the
underlying resource instance attributes [4]. Fair o 200 /
experiment, we created one table corresponding Mo & 40 §
example type of resource, see Table I.

300

Throughput (queries fs)

0 T T T T 1 Cluster Size
TABLE I. EXAMPLE STRUCTURE OF AMONITOREDRESOURCETYPE 1 2 3 a4 5 g (number of nodes)
20000 -
SAMPLE_RESOURCES - Y —&— 2,500 users
Resource_id| Hash Str_value Num_value | Blob_value K —8— 500 users
:varchar int :varchar int ‘blob § 15000 |\
% \ —+— 100 users
£ -"\.
V. RESULTS Ewm ] \
E .
A. Testbed Setup 3 .
Experiment was performed with six machines (InteteC & *°° | e
2 Duo E4600 2.4 GHz, 2GB RAM), which we used tarfor & g s
clusters of different sizes — 1, 2, ..., 6. All maws were 0 ' i . o C’;““—f:"‘ed
connected through a 100Mbps Ethernet LAN. The softw 1 2 3 a 5 R itaa
equipment was: Linuebian 2.6.18.dfsg.1-12etch2; Java 6 Figure 6. Resource lookup query scaling.
update 26; and MySQL 5.0.32-Debian_7etch6-log. Client . .
workloads were generated on a laptop (Intel Cdbei@ 1.73 The results shown on Figure 6 illustrate that for a
GHz, 1G RAM) with WindowsXP and Java @ipdate 26. sufficient number of users, i.e., when the systemuished at

. - its limits, the system throughput increases linedfbr 100
B. Metricsand System Characteristics and 500 userg the systemg guickly reachesmihe maximu
Our experiments are focused on studying the folhgwi limited by the insufficient client load. From ugmerspective,

system characteristics: the speed-up in response time also improves linearl
e Throughput — the number of processed queries in  100% n
unit of time. Our metric is: queries per second.
+ Response-time (or Latency) — the time taken tc & 89% - st

Onode-1

(%)

answer a query. Our metric is: milliseconds g O node-3
. . . " . o or |
«  Utilization — the distribution of load over the ster 5 °°* T
nodes. Our metric is: ratio of locally processed an #
. . g a0% Enode-5
redirected queries reported by each node. 8
+ Fault-tolerance — utilization of the cluster nodes = Wrnode-6
under churn (i.e., some cluster nodes get inopeyabl E 2

and degradation of throughput and response-time.

C. Resource Lookup Query Results (Use-case 1) 1 3 | s | & | 5 ' E ,

In this use-case, monitoring applications retrimsource [ Onode-1
states by given resource id from the system. Tdysthis

Cluster size (n)

& .
scenario, we preliminary loaded the databases lotiuster g 89% Fak
nodes with volume of one million records - as érhwere g Enode-3
one million resources of this typesdmple resources) Za0n ®node-4
throughout the Cloud datacenter. We added idensiealof & : ——
records on all nodes - as if the system LR (levél o g Lo :
replication) was set at maximum. During a 10 mimegod, & g W node-6
simulated “users” submitted blocking queries to slystem, éuf ey : ! z
waiting for 1 second between successive querieenCl g Z : Hﬂg Hﬂ_ﬂ
connections were evenly spread to all cluster nodés 0% fe— e e
resource ids picked up by ‘users’ were chosenstoehastic 1 2 3 4 5 5
manner. We compared the system scalability witheiging Mt et of slive sindes fn) I 55 sive chister
number of users and increasing size of the cluster. Figure 7. Utilization of cluster nodes.
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Figure 7 illustrates the utilization of participadi cluster
nodes and the real benefit of our DHT keyspaceiloligton.
First, we compared the reported rates of locallycpssed
and redirected calls by each node (see sequenErore 3)
for different cluster sizes. The results show thtnodes
process similar percentage of the received requessly.
We also compared these rates in the fault-toleraceearios
using a fixed cluster size of 6 nodes and differemhber of
non-operable ones. Results show that for any sfdtelover
rebalancing, the alive nodes are evenly utilizediragWe

Figure 9 illustrates the measured speedup for réifite
volumes of the query result set. We used modulations
upon the ‘Hash' field in the SQL where-clause tstriet the
proper subset of resources listed by each clustde frecall
that every node also holds replicas owned by atioeles).
The exact formula will be left beyond the scopéhi$ paper
to not overburden the exposition of experiments.

Again we measured the utilization of cluster nodes.
Results on Figure 10 show that all nodes retriegaake
subsets of resources for any cluster size, asagefbr any

also checked (but are not placing diagram here} thaluster state including fault-tolerance rebalanciMe also

throughput and response-time for fault-tolerancesesa
report the same rates as if there was a healtisyecléormed
of the respective number of alive nodes.

We made one more experiment for the Resource Looku *2%%:2%9 7

Query use-case. To show the benefit of utilizing-neplica
caches, we defined cache buffers on all nodesetlfsize -
100,000 entries. With a fixed volume of 1 millioesources
(of this resource type) in the whole datacente,dhche-hit
rates change with growing of the cluster as follovaode —
10% cache-hit-rate, 2 nodes — 20%, 3 nodes — 38n&so

on. By running our measurements again, we getparsu
linear growing of the throughput as shown in FigBre
7000
Eﬂ%hit-rate; —+— 12500
— G000 -
3 / —m— 2,500
.ﬂ 5000 - ff —&— 500
2
0 50% hit/rate
2 3000 - o
—
B S A
g 2000 - 40%?-;&-'
= — ’ 30% i
g 20%
: = . o = *  Cluster size
{number of nodes)
1 2 3 4 5 G

Figure 8. Resource lookup query scaling.

D. Massive Searching/Listing of Resources (Use-case 2)

Since these are more rarely triggered queries, used
result of reservation/allocation cases or in globgstem

monitoring and maintenance, we only measured th

response-time speed up using one-client load. aime glata

volume of 1 million resources was used for thisegipent.
14000 -

- "
£ 12000 1\ —+— 1,000,000
o
$10000 1\ —s¢— 750,000
= Y
E \, —e— 100,000
= 800D - \
’-‘E- *, —=— 10,000
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Figure 9. Massive queries scaling.
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checked (but are not placing diagram here) thaporese
times in the fault-tolerance cases remain the sasriethere
was a healthy cluster formed of the respectiveeaiiwdes.
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Figure 10.Utilization of node for massive queries.

E. Resourceinfromation Update (Use-case 3)

Similarly to Use-case 1, for this scenario usetsrstted
blocking queries to the system during a 10 minwggogl,
while waiting for one second between successivs.cal
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2 s
§ 800 - st —=—500
= e
5 600 - - ——100
_E_- -
Ed e n ——=u
§ 400 - -
= e
= _—
200
— £ 3 r 3 r 3 r 3 3
0 ; ; ; ;

|I5 Cluster size [n)

2 3 4 5
8000

g Y

CE— Y ——12,500

(-] M

3 6000 { \ ol

e Ay

= '\ —a—100

E 5000 -

A

£ 4000 >

< .

§ 3000 | s

% 2000 g

= )

1000 I--H-_H
TE—
HE =S = | .
Cluster size (n)
1 2 3 1 5 B

Figure 11.Resource infromation update scaling.
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We produced the results with fixed level of repiica
LR=3, since it is usually considered as best baldnc
between reliability of data and performance of slystem.
Results shown on Figure 11 are as expected and algasie
to the linearity. The particular choice of a regption method
usually reflects strongly upon the system perforceain our
case, we have chosen to buffer replicas in portorspush
them into the databases within grouped transactidhs
method performs much faster than storing of theioai
copies, but makes replicas to appear with a fevorsic
latency. Both are common effects in replica-mairitej
systems. On Figure 12, we fairly illustrate theuattdraw-

back we get from our case-specific replication rodth
1400 -

1200 4
— —a— 2 500 users

_31999 1 -1__“’———--.___' —m— 500 users
£ so0 - —=— 100 users
2
£ 600 4
g g —+——— s ==
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LR=1 LR=2 LR=3 LR=4 LR=5 LR=6 Level of Replication

Figure 12.LR in 6-nodes cluster: degradation of throughput.

VI. CONCLUSION AND FUTURE WORK

Our Information Service approach provides importanty

advantages, but strong limitations in the same .tiFiest
limitation comes from our DHT-based balancing, vhhic
normally requires employment of homogeneous clu3tee

second limitation comes from our specific keyspacd8]

partitioning algorithm — we cannot easily add nevdes to
the cluster, because the whole set of resourcesl|dshme
totally re-balanced. Notice that global rebalancisgnot
needed when existing nodes from the cluster diecamde
up again. We consider those
acceptable for the Cloud resource management. Bratlica
homogeneous cluster when building a farm of complite
not an obstacle; and growing of the cluster is isuelated
to extending of the physical datacenter, thus baiptanned
task in long terms. Extending of the cluster thboutd be
done with a dedicated data migration procedurdxade-off
for these limitations, we get advantages that drenajor
importance for competitive systems as Clouds pceterbe.
First, we overcome some major disadvantages otimgxis
Grid systems imposed by the centralized or hiefeath
organization. The proposed system combines berfedfits
the centralized and decentralized organizationsingbe
centric-oriented, and scalable and failover-capablehe
same time. The DHT-based balancing ensures perfmena
efficiency in retrieval of resources with no moran one
hop redirection. We also showed that utilizing mephca
caches enables Cloud manufacturers to achieve-Bopar
growing of system throughput via horizontal scaling., by

employing more cluster nodes with enabled RAM huffe 1) p. Ganesan, B. vang,

caches. Major improvement was also achieved infahk-
tolerance rebalancing in comparison to the trac#idHTs.
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limitations completely

In traditional DHTs failing of a node causes itspleaned’
portion of elements to be handled by one or twoitef
neighbors (see Figure 1). This ends up in unevad tver
the nodes left alive. The proposed algorithm erseual
utilization of the alive nodes for the failover eddncing,
preventing overloaded nodes to become a systeteretk.
Our future researches will be concentrated on &naly
and simulation modeling of the system. We must filsd
the limits of growing of our cluster, having in rdithat open
connections are every-to-every. Effort should bensgn
studying a modified system with introduced leveViginity.
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A 3D Simulation Framework for Safe Ambient-Assisted Home Care
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Porto, Portugal
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Abstract—The Safe Home Care project focuses on assem-
bling safe home assisted-living environments built on au-
tonomous Off-The-Shelf systems. We argue that these smart
spaces will contribute to relieve the pressure on health sys-
tems by providing the means for ambulatory and daily life
assistance. However, the integration of disparate sovereign
systems will not be easy to accomplish since the number of
interaction scenarios will be impossible to predict and evaluate
a priori. Therefore, we propose the SHC reflective middleware
framework, conceived with two goals in mind: i) manage the
safe integration of off-the-shelf systems (cf. interference-free)
by exploiting reflection and 3D virtual world simulation; ii)
provide non-intrusive pervasive interface mechanisms for home
assisted-living actors. In this paper, we focus specifically on the
first goal by providing the means for generating 3D simulations;
the states generated during simulation are then analyzed by
a graph-pruning algorithm to perceive feature interactions in
pre-deployment phases. We evaluate our approach on specific
home care use cases.

Keywords-3D simulation, safe home care, interference-free,
reflective middleware, graph-based interference pruning.

I. INTRODUCTION

The world population is getting older. Home care plays
an important role in elderly care as it can be integrated in
daily routines without much disruption and target preventive
services to those with higher risk factors, potentially de-
creasing health care costs [1]. Numerous technologies exist
and have been proposed for home care [2], often acquirable
as off-the-shelf (OTS) components that are independent
of other components in the home. Functional interactions
between these components are difficult to predict a priori
and may result in beneficial or detrimental behavior of the
home as a whole. We are particularly interested in cap-
turing functional interferences between OTS systems (e.g.,
two or more systems requiring simultaneous user attention,
temperature being adjusted differently by two systems, etc.)
but also interferences that may be due to physical features
(e.g., location, sound and electromagnetic interferences).
The SHC system aims to address such interferences between
components in the home (cf. feature interactions), i.e., rep-
resent and detect interacting features and handle consequent
malfunctions or miss behaviors.

The general approach of the Safe Home Care (SHC)
project [3] is to capture the behavior of the home and its
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components and match it against the normal or expected
behavior by pruning states in an observed sequence of
states. The observed sequence of states of the home and
its components can be captured directly from the home by
introspection through sensors and management interfaces, or
generated by simulation. The simulation-based approach has
the potential for exploring more scenarios, which in turn may
trigger the detection of additional interactions. Additionally,
simulation can be used to anticipate potential interactions
before deploying the new components in a home. In this
paper we present a framework for simulation and detection
of interactions between components in a home care scenario.
This simulation framework is integrated in our SHC system
providing introspection and interference detection, which we
present in Section 2. We present the requirements, archi-
tecture, and working modes of the simulation framework in
Section 3, and evaluate it with a specific home care scenario
in Section 4. We conclude with a review of the related work
in Section 5 and with final remarks in Section 6.

II. THE SHC SYSTEM
A. Goals

The next generation of home smart spaces will be
crammed with diverse OTS system that may be indepen-
dently assembled. Therefore, it is imperative to be able to
assess their compatibility and detect possible interferences,
before deployment and to dynamically monitor and manage
interactions between these systems, after deployment. The
SHC system is being built with these goals in mind, i.e.,
i) provide a simulation environment to exhaustively explore
different interaction scenarios between the OTS systems and
ii) reify real-time state information that can be used to
monitor and safely adapt home environments. In this paper
we focus on the simulation aspects that may able us to recre-
ate critical or unpredictable OTS systems interactions and,
thus, evaluate if these systems can coexist or if additional
management components should be incorporated to resolve
identified interferences.

B. Overview

The system architecture is organized in two major levels,
Base and Meta-Level, connected through a reflective Mid-
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dleware layer. The Base-level comprehends all the software
and hardware necessary to interact with the physical envi-
ronment. The Meta-level is composed essentially by a 3D
Virtual Environment and a relational database. The 3D vir-
tual environment, implemented in OpenSim, is the primary
interface with the SHC system; the database, implemented in
MySQL, is the repository of all the information reified from
our System. The Reflective Middleware layer provides the
connection glue between both levels and offers: i) a man-
agement interface (developed in PHP); ii) an interference
engine (developed in Java), and iii) a simulation framework,
which incorporates a C# .NET component to control/interact
with the Avatar, a series of PHP scripts for scheduling the
simulation and several LSL scripts (Linden Script Language)
for programming the behavior of the different simulation
elements.

Reflective Middleware |

,é;) Simulation Framework Virtual
. ——— (:::) Environment

u,'é} ;‘} Interference Engine —

|
I @ “

Sensors / Actuators

1
OTS Applications API

1
SHC System GUI

[

Meta Level

Base Level

Figure 1. System Architecture

C. Simulation

The simulation framework makes use of OpenSim, a free
version of the Second Life Simulator. This is a general-
purpose programmable 3D platform, which offers intrinsic
3D modeling characteristics (e.g., notion of space, volume,
time, behavior, etc.). For example, the sound propagation
may be attenuated or blocked by a wall; thus communi-
cation between objects may be affected by their coordi-
nates/location. Hence, the recreation of the home environ-
ment becomes easier and physically analogous to reality.
OpenSim offers also a scripting language (cf. LSL), which
permits to associate behavior to simulation objects (cf. Prims
or Primitives). These building blocks can be re-shaped, re-
colored and programmed to respond to events (e.g., touch,
listen, etc.). Finally, by providing an open source framework
unbolts and stimulates future contributions from the research
community. Another advantage offered by the proposed
simulation framework is the possibility to fully simulate a
Human being, either by using an autonomous-deterministic
agent (upcoming, a more proactive-intelligent agent) or a
user-controlled agent. The former follows a specific sched-
uled scenario, testing as many predicted interactions as pos-
sible; the later, permits us to exploit unpredictable reactions
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of human controlled avatars (cf. virtual human representa-
tions) thus introducing variability in the simulation scenario.
Finally, the proposed simulation framework integrates with
the the SHC interference engine that analyses the observed
states of OTS systems to detect unpredictable behavior.
These states may be introspected both from the base-level
components or generated by the simulation framework.

D. Interference

Our approach for interference detection relies on a graph
representation of system state sequences derived from the
interaction between residents and OTS systems. Directed
graphs were used to represent: i) the expected behavior of
isolated systems (Graph of Expected States - GoES), i.e.,
all state sequences resulting from the regular operation of
each system; ii) the observed behavior of combined systems
(Graph of Observed States - GoOS), i.e., the actual state
history of all elements built via runtime introspection.

The GoES represents how applications should behave
(i.e., without interference) while the GoOS represents what
is the current/observed systems behavior. An algorithm is
used to extract the expected behavior from the observed
behavior (cf. State Pruning Algorithm — SPA [3]). If the SPA
ends up without being able to prune every state sequence
in GoOS then it assumes one of two things: i) there are
interferences or feature interactions that should be handled;
ii) there are state sequences or malfunctions not captured in
the existing GoES that should be considered.

This paper proposes a simulation platform that collects
state changes from different kinds of systems (e.g., enter-
tainment, communication, health related devices). Using the
SPA on this large state database it is possible to expose
unforeseen interactions between applications that otherwise
are hard to notice.

III. SIMULATION FRAMEWORK
A. Requirements

The simulation framework has four major requirements.
First, like other general purpose frameworks, it should be
possible to integrate real world elements to generate ac-
tions/events and stimulate virtual world representatives; such
causal connection will enable us to test the integration of
new OTS systems alongside with existing/deployed systems;
this connection though cannot be reflected back on the real
world since the new simulated prims do not have their
counterpart real objects (e.g., a simulated air conditioning
prim cannot change the temperature in the real environment).
Second, the framework should provide the means to facilitate
the creation of simulations; this is achieved by the use
of pre-programmed prim inventories; such prims coupled
with a set of base LSL scripts may reduce the time to
shape the appearance and behavior of simulation scenarios.
Third, the framework should provide the means to select/use
different types of simulation, i.e., deterministic, intelligent
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and user-driven simulation; the deterministic simulation fol-
lows/triggers a scheduled set of events for a given scenario
and permits to analyze the pre-programmed reactions of
surrounding prims; the user-driven simulation permits to
introduce some variability in the simulation environment
through the use of an Avatar directly controlled by a human;
the intelligent simulation also follows a given schedule but
using prims programmed with probabilistic action/reaction
models. Fourth, the simulation framework should provide
several levels of introspection, i.e., enable to select/unselect
the type of information that may be collected from base-
level (e.g., select which sensor type systems or APIs we
may use); this will influence the amount of data generated
during simulation, and will allow us to adapt the simulation
to the level of introspection facilities that we may have of the
environment. The simulation framework is fully integrated
in the SHC Reflective Middleware. This allows its use
for detecting interferences between deployed and new OTS
systems, thus proving a powerful tool for the integration of
ubiquitous systems.

B. Architecture

The SHC Middleware uses a deterministic manager com-
ponent for driving simulations based on pre-scheduled
events and pre-programmed prim’s behavior. This manager
uses two different components: the scheduler, which is a
PHP/MySQL component that triggers events on prims (e.g.,
VoIP call, Drug Dispenser alarm, etc.); the client agent, a
C#/ OpenMetaverse component, that permits to control the
Avatar via scheduled events, just like a prim, replicating
programmed user activity (cf. Full Simulation mode) [4] It
is also possible, for a human, to directly control an Avatar
via any Second Life Viewer (cf. Semi Simulation mode). A
3D scenario uses several prims, one for each OTS system.
Prims have their own scripts, which allow to individually
program and customize different actions and reactions. We
use a Master Control prim that serves as a communication
proxy between the base-level elements and their counterpart
3D meta-level representations. This unique prim permits to
use only one HTTP connection between the base and meta-
levels, thus simplifying the scripts on the other prims.

All prims listen for commands sent by the Master Control
prim and act according to their programmed behavior. For
example, if the Master Control sends the message “Phone
Ring” then the phone prim reacts by changing its state to
“Ringing”. Every state change is registered in the SHC
database. The Master Control may also be used by the
SHC middleware to reflect prim state changes back into
their base-level originals. The simulation may be driven by
pre-scheduled events that trigger state changes on specific
prims. These events will propagate state changes throughout
other prims that will react according to pre-programmed
scripts (cf. deterministic control). To increase variability the
simulation framework offers also the possibility for a human
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controlled prim to drive the simulation, i.e., to trigger event
changes through direct ad hoc interactions with prims. In
addition, base-level elements may also trigger state changes
in their reified prims, increasing again simulation variability.
Next sub-sections will detail these two types of simulation

supported by SHC.

ﬂ
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Figure 2. Simulation Architecture

C. Full Simulation

All prims have scripts, which represent pre-programmed
deterministic reactions to certain events. The Schedule Man-
ager uses the Master Control prim for conveying events
to these prims. Each prim listens for given channels, thus
facilitating different types of communications (e.g., sound,
network, etc.). The Client Agent uses a login to control an
Avatar (cf. moveto(), touch(), etc) and, through it, interact
with the environment or other prims. For instance, if the
telephone starts ringing and the Avatar hears it then, it will
move toward the phone prim for answering the call (touching
it).

D. Semi Simulation

A pre-ordered set of events may be too limited for gen-
erating enough realistic prim interactions and thus influence
our ability to detect all possible interferences. To increase
more randomness in the simulation, a human may control
the Avatar to generate ad hoc interactions. Reifying real-time
state changes, on OTS systems, into their prim representa-
tives will have the same effect on generating unpredictable
interactions and state changes.

The Avatar may be controlled through a Second Life
viewer or the Client Agent (e.g., move, touch, etc.). The
Client Agent uses a prim attached to the Avatar to be enable
to indirectly control it. This prim is also used to interact
with the environment, simulating the Persona features (e.g.,
hearing certain events).

IV. APPLICATION SCENARIO AND SIMULATION
A. Scenario

The particular scenario to which we applied our simu-
lation represents an excerpt of the daily routine of Maria,
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our elderly persona. Like every morning, Maria watches her
favorite TV show and, at 10:30 AM, the Drug Dispenser
(DD) triggers the alarm light and buzzer reminding her it is
time to take medication. Unlike every morning, however, this
time the phone rings just after the dispenser alarm is trig-
gered. She answers the phone and spends more time talking
to her friend than the DD alarm timeout, which disengages
the light and buzzer. According to the DD behavior, it will
then send a notification to the server, indicating that a pill
was not taken.

Figure 3. 3D home scenario with Maria, DD and VoIP interactions.

The depicted scenario includes 2 different OTS systems
(cf. VoIP Phone and DD) and a Persona. These systems were

inserted into a virtual environment in order to simulate their
interactions.

B. Simulation

This simulation model has two OTS systems plus the User
Avatar. It is the correlation between the states of these three
elements that our simulation will explore. As the scenario
says, at 10:30 AM the DD alarm should sound, this involves
a couple of steps. The DD API, simulated as a prim inside
the OpenSim, checks every 30 minutes for the need of a pill
intake, this is achieved through the following steps: first, the
API sends a message to the Master Control Prim, using the
virtual channels for communication, requesting a database
check at the requested time (10:30 AM); second, the Master
Control Prim receives the message and, through an HTTP
request method, contacts a PHP server, using the information
that the message brought, more accurately the day and time
needed. So far all is done in the virtual environment. Third,
the PHP server connects with the MySQL database using a
PHP method for the query. Fourth, once the query returns the
result, the server uses the connector of the Master Control
Prim and reconnects with the virtual environment returning
the result of the query. The connector is actually a URL that
can be used as an HTTP Socket but with the difference that
it connects directly with a specific prim inside the virtual
environment. Fifth, the Master Control Prim receives the
HTTP request and replies to the DD API the result; in this
case the result is DDRING to start ringing. This way the
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DD API sends the result message to the DD Prim, that starts
Ringing, which means sending the message “DD Ringing”
in the channel chosen as environment sound, and changes its
color and brightness to simulate the blinking. All these steps
are performed in milliseconds, which means that so far the
usage of the Master Control Prim is not a bottleneck. The
reason to use the DD API inside the OpenSim was the clock.
This way, if there is the need of speeding up the clock for
decreasing the total simulation time, the only clock needing
tampering will be the simulator clock.

So far the DD is ringing, but a minute later the phone
starts Ringing as well. To test a different, more direct way of
communication, instead of a scheduled call, it was created
a phone like page to simulate a call directly from a web
page. With the scheduled DD API our approach functions
without the need for a user, but for the Phone a user as
to simulate the call, so at 10:31 AM the user inserts in the
web page a request for a call. This request is a simple button
that uses the Master Control connector just as before, and
sends the message ‘“PhoneRing” to the virtual environment.
Inside the virtual environment the Master Control Prim sends
the received message, using the communication channels,
to the Phone API Prim, named Asterisk. This API, in a
way similar to the DD API, communicates with the Phone
telling it to Ring. The ringing event consists in sending a
message ‘“PhoneRing” to the environment sound channel and
changing the phone color simulating the light in the visor.
As of now, both OTS systems are Ringing. According to
the planned scenario the Persona will answer the Phone
before the DD. But for this the Avatar needs to approach
the phone prim and touch it, simulating the answering state.
At 11 AM the DD gives a timeout and stops ringing. As
mentioned, there are two alternative avatar simulations, Full
and Semi Simulation. In Full Simulation, our approach uses
the Openmetaverse Library (LIBOMV) in order to create
a client agent, login the Avatar in the virtual environment
and use a schedule table to perform human like actions. In
our framework, after the login process has been achieved,
the avatar will be waiting for orders. In reality the code
serves to create a BOT (cf. Robot), normally used in video
games to create Artificial Intelligence characters; ours react
to commands like moveto and touch. For example, the
command moveto(X,y,z) is used to send the avatar to the
coordinates of the phone and the command touch(prim id)
is used to answer the phone (both the coordinates and
id are stored in the MySQL database). The connection to
database is made through the MySQL Library for .NET. In
Semi Simulation, the User will login in the VR, through
a viewer, and may control the avatar. The interaction with
other prims will be direct through “touch” or indirectly by
walking in a zone with sensors. To answer the phone, the
user must move to the Phone Prim and then touch it. The
Phone Prim, when touched, uses the same communication
process to send a message to the Phone API saying it was
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answered. The Phone API sends a message saying the same
to the Master Control Prim that will use the same process
as before, communicate with the server indicating the new
phone state. The server will record this state in the database.
In both types of simulation, the Avatar has an attached Prim
that will send a message directly to the Master Control Prim
indicating the states of the Avatar (something like a human
API). In our example, the Avatar answers the Phone and
the system waits for the next interaction that will be the
timeout triggered by the DD API. This time the API needs
not to check the schedule, and sends two messages: first to
the DD prim, saying StopRinging that will make it change
to its original color and send a message to the environment
saying “low” (meaning low noise); second to the Master
Control with the timeout notification. The Master Control
will send the message to the server creating the new state.

Finally, the User will touch the Phone again, indicating
that the call is over. Every time a state is changed in either
of the prims the respective API (DD API, Phone API, or
Avatar API) will inform the Master Control Prim, which will
be responsible for sending the information to be recorded in
the server database (cf. recorded states in Table II).

Table T
COMMUNICATIONS IN THE SIMULATION SYSTEM

[ Source [ Destination | Message |
Master Control DD API DD On
DD API DD DD On
DD Environment | DD Ringing
Environment Person DD Ringing
Table II

SUBSET OF THE STATE TABLE ON SHC DATABASE

[ Element [ Feature [ Value [ Timestamp [ Source [ Type ]
DD Alarm ON 10:30 AM DD Out
DD Ringing ON 10:30 AM DD In

Person Needs Pill ON 10:30 AM Person In
Phone Call In ON 10:31 AM Phone In
Phone Ringing ON 10:31 AM Phone In
Person Receives Call ON 10:31 AM Person In
Phone Call ON 10:32 AM Phone In
Person Answers Call ON 10:32 AM Person In
Phone Ringing OFF 10:32 AM Phone In
DD Take Pill OFF 11:00 AM DD In
DD Notify ON 11:00 AM DD Out
DD Alarm OFF 11:00 AM DD Out
DD Ringing OFF 11:00 AM DD In
Phone Call OFF 11:05 AM Phone In

C. Interference

The logical operation of the interference detection has
three steps: i) create the GoOS — read state values from the
SHC database and assemble a GoOS based on the known
expected states; ii) prune GoOS - based on the GoES,
remove correct state sequences from GoOS; and iii) interpret
results — from the state sequences left in the graph try to
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identify the interference source. This last phase is currently
under work; for now our focus is on interference detection
without identifying the causality.

Table IIT
INTROSPECTED ENVIRONMENT INFORMATION

[ Case | Element [ Feature | Value | Type | Kind
A DD Alarm ON OouT APP
B DD Ringing ON IN APP
C DD Take Pill ON IN APP
D DD Take Pill OFF IN API
E DD Alarm OFF ouT APP
F DD Ringing OFF IN APP
G DD Low Drug ON IN API
H DD Notify ON OUT | API/APP
I DD Low Battery ON IN API
J DD Upside Down ON IN API
K Phone Call In ON OUT | API/APP
L Phone Ringing ON IN APP
M Phone Call ON IN API
N Phone Call OFF IN API
O Phone Call In OFF OUT | API/APP
P Phone Ringing OFF IN APP
Q User Needs Pill ON IN APP
R User Receives Call ON IN APP
S User Take Pill ON IN APP
T User Take Call ON IN APP

Table II represents a subset of the ‘“state” table taken
from 10:30 AM to 11:05 AM. This table results from the
scenario presented in IV-A. In order to look for interference
a GoOS is built from the database records (see Figure 4a).
This is achieved through a matching table (Table III) where
each case corresponds to an expected state. The state is
characterized by the component of the system (Element),
the activity (Feature, Value and Type) and the introspection
source (APP, API or both). Next, the Pruning Algorithm uses
the GoES (see Figure 4b) to remove correct sequence states
from the GoOS. In this example, paths <A,B,D,H.E,F>,
<R ,T> and <K,L,H,PN> are removed. However, the SPA
returns the <Q> state since state <S> was not observed,
successfully identifying the interference, i.e., Maria does not
take her medicine as described.

¢

O-0-0-G-0

@-E©-0-0-0--0-0

Figure 4. Graph of observed state - GoOS
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V. ANALYSIS OF THE RELATED WORK

There are several simulation frameworks focusing specif-
ically on 3D representations of ubiquitous computing envi-
ronments. The UbiWise [5], from HP Labs, uses the Quake
IIT Arena graphics engine and offers two clients: UbiSim
(a 3D view of the virtual environment) and Wise (a close-
up view of devices that users may manipulate). DiaSim [6]
is a simulator for pervasive computing applications, coping
with widely heterogeneous entities. UbiREAL [7] provides
features to simplify the layout of 3D scenarios and simulate
communications (from MAC to Application layers). The
SHSim [8] is an OSGI-based Smart Home Simulator, which
offers system configuration facilities and provides device
transparent simulation. Only the last framework offers a real
transparent connection between the real-world and the sim-
ulation environment, but both real and virtual devices must
be OSGI compliant. A transverse difficulty in this area is
the integration of OTS devices. Most of these systems offer
a black box design (i.e., closing its internal architecture and
behavior) and proprietary technology (e.g., communication
protocols, programming languages, etc.), which poses diffi-
culties to simulation. Another important limitation of theses
frameworks is the lack of representation for human activities
and interactions. Actually, in [9] a simulation model for self-
adaptive applications, proposes two distinct representations:
i) a high-level model describing the activities of inhabitants
(e.g., take pill, answer phone); ii) a 2D model to map the
activities of the former model, thus allowing to associate
locations/objects to activities (e.g., “drug dispenser” to “take
pill”) and establishing usage profiles. Similarly, our approach
offers also physical modeling capabilities but is not limited
to location and may explore other 3D characteristics (cf.
space, volume, etc.). This may explore, for example, the
topology of the house and the location of an Avatar to
understand if it is able to hear a system (e.g., Phone or
DD) and move toward it (e.g., to answer the call or take the

pilD).
VI. CONCLUSIONS AND FUTURE WORK

Computer simulation of home care scenarios represents
a powerful mechanism to gain a deeper insight about the
unpredictable cascade of events, which can occur and their
potential interference effects. In this work, we apply 3D
simulation to model the behavior of coexisting OTS systems
and understand their possible unplanned interactions, even-
tually, involving users. The presented simulation framework
allows the incremental deployment of new OTS systems in
the simulated scenario and, through this, detect in advance
possible interference problems. Due to these facts, we argue
that 3D simulation is a pivotal part of the proposed SHC
reflective middleware framework.

In this paper, we have presented the simulation framework
and have described an application scenario, which clearly
illustrates the mechanics behind the simulation environment.
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Presently, we are focused in enriching the simulation model
by creating alternative behavior models for the computer
agent who acts on behalf of the human user being simulated.
Another scheduled goal, to address in future work, will be
the generation of datasets, as outcome of the simulation,
that can be used to compare the performance of difference
systems.
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Abstract—Normally the primary purpose of an information
display is to convey information. If it can be aesthetically in-
teresting, that is an added bonus. Recent research experiments
with reversing this imperative. An information display, which
is first - aesthetically pleasing and second - is able to display
information, is designed and implemented. The display presents
an e-mail title in a visual form as a collage of images - each
image corresponding to one or more words. It next filters the
collage through aesthetic properties specified by an artist, such
as colors, texture, and shape. This filter renders the original
collage as a pleasing art. We propose an extension of this work
by: adding a voice activation module; displaying information
of user's request (versus displaying e-mail titles only); and
presenting the display in a form of a decorative digital painting
hanging on the wall. The advantages of this approach are:
being ambient - in a sense of: entering person’s attention
when needed, and largely disappearing into the environment
when not needed; and being interactive - as in providing
information per user’s interest through speech recognition.
This produces new interactive, ambient system for aesthetic
information display on user’s demand.

Keywords-ubiquitous computing, speech recognition, image
collage, aesthetic display, human-machine interface.

I. INTRODUCTION

virtual reality; multimedia; as well as pen, eye-movement,
and agent-based interfaces; tangible interfaces; andiubiq
tous computing. A turn to the "social”, "emotional”, and
"environmental” began shaping the new designs. The trend
is towards a ubiquitous computing experience, in which
computing devices become so commonplace that we do not
distinguish them from the 'normal’ physical surroundings.
The idea is that a ubiquitous computing device would enter
a person’s attention when needed, and move to the periphery
when not needed, enabling the person to switch calmly and
effortlessly between activities without having to figuret ou
how to use a computer to perform a task [1]. In essence, the
technology would be unobtrusive and largely disappear into
the background.

Weiser [2] marks the birth of ubiquitous computing idea;
where, computers would be designed to be part of the
environment, embedded in everyday objects, devices, and
displays. Today this theme is seen by its research community
as the future of computing. Our proposed system taps into
this future computing idea, by its design to blend into the th
'normal’ physical surroundings, i.e., into the environmen

The rest of the paper is organized as follows: section Il.

As computer use has shifted into wider aspects of life, theeviews related work, section Ill. describes our proposed
requirements that it has faced have shifted as well. Theevalusystem, and section IV. concludes and discusses directions
of computing technology was traditionally measured by itsfor the future.

results - largely itmsefulnes solving problems of interest.

As computational technology moves beyond the confines

II. RELATED WORK

of the work environment and into the rest of our lives, A- Aesthetic visual displays

we have begun to see an additional requirement emerge: Unlike traditional information visualization, ambient-in
desirability. Products such as Apple iMac and iPhone haveformation visualizations reside in the environment of the
shown that selling computer technology is starting to beuser rather than on the screen of a desktop computer.

about "nice”, and "interesting” and even "beautiful”, aslive

Currently, most dynamic information that is displayed in

as "understandable” and "easy to use”. Our proposed systepublic places consists of text and numbers. Skog et al.

addresses this trendiesirability requirement by its easy to

[3] argue that information visualization can be employed

use voice activated information request; and by displayingo make such dynamic data more useful and appealing.
information in an understandable, pleasing manner, wherélowever, visualizations intended for non-desktop spaces
we use images versus text, and we present them in a formill have to both provide valuable information and present

of beautiful art.

an attractive addition to the environment they must strike a

Traditionally, we used to think of computers as a glassbalance between aesthetical appeal and usefulness. Author
box, a workstation with keyboard, mouse and monitor sittingimplement this idea, with aesthetic filter inspired by the
on a desk that we seek out when we want to do some work. Autch artist Piet Mondrian, for real-time visualization of

shift in thinking, together with technological advancesi to

bus departure times. The information display is deployed it

a new generation of user-computer environments includingn a public space.
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Lau A. and Vande Moere [4] propose a model, whichthat provide awareness of some source of information using
reveals information aesthetics as the conceptual link&@etw images, creating a form of virtual paintings [13].
information visualization and visualization art, and wumbs Information collages are automatically generated, aes-
the fields of social and ambient visualization. Authors miodethetic collection of images in the style of certain artists
focuses on visualizing large datasets. While information vi that reflect dynamic information [8]. Normally the primary
sualization predominantly focuses on effectiveness and-fu purpose of an information display is to convey information.
tional considerations, it may be neglecting the potentiall If it can be aesthetically interesting, that is an added bonu
positive influence of aesthetics on task-oriented measureResearch by Fogarty [8] experiments with reversing this
Aesthetics has been identified as one of the key problems tenperative. An information display, which is first - aesthet
be solved in information visualization research [5]. ically pleasing and second - is able to display information,

In previous work, Redstrm et al. [6], Holmquist and is designed and implemented. The display presents an e-
Skog [7] have been drawing inspiration from famous artistgmail title in a visual form as a collage of images - each
when designing information visualization, creating stleth ~ image corresponding to one or more words. It next filters the
informative art. By basing visualizations on well-known collage through aesthetic properties specified by an artist
artistic styles, the hope is to create ambient informatiorsuch as colors, texture, and shape. This filter renders the
visualizations that literally look good enough to hang onoriginal collage as a pleasing art.
the wall, while still providing useful information [3]. _ . .

. : . C. Voice activated displays
In our proposed system, we adopt the information visual-

ization aesthetic filter from Fogarty et al. [8], which is bds ~ Welch and Bergman [14] propose a voice-operated, inter-
on the well known Kandinsky [9] artist style. active message display system designed for inter-vehidle a

extra-vehicle communications. The system includes one or
more display units having a matrix of light-emitting elerten
to transmit a message to other vehicles either to the front,
Using the physical environment to present informationrear, side, or combination.
has been explored previously, in particular in ambient medi Anderson [15] presents a multifunction in dorm automa-
[10]. In ambient media, information displays are desigraed t tion system (MIDAS). It is an elaborate automation system
present information in the periphery of the users attentionfeaturing web control, voice activation, a security system
For example, Ishii and Ullmer [10] introduced a lamp with large continuously running information displays. The
that uses different intensity to indicate variations in ansystem was implemented and it functions providing voice
information source. Closely related to this is the term calmactivated control for lights, electric blinds, music serve
technology, which was coined to define technology thatand LED displays. The information on the LED displays
moves between the periphery and the centre of the useis presented in the form of scrolling text.
attention [11]. When correctly designed, calm technology We are unaware of any previous work on voice activated
should become a natural part of the users everyday sumembient information display using images, or aesthetie col
roundings. An example of calm technology was the danglindages.
string, an installation where a hanging piece of wire would
shake more or less depending on the traffic in the local net-
work. Many ambient displays have been based on physical
constructions, but this puts limitations on the flexibiliby Our proposed system is presented to user as an organic
the display and the complexity of the information that can beLED display, which blends into the environment. It produces
shown. A natural choice would therefore be to use computethe equivalent of a painting or a poster hanging on the wall
graphics for ambient displays. In the past, the cost, size anin a home or office setting.
capabilities of computer screens has been a hinderingrfacto The user is then able to walk to it, and say a word or
However, with the rapid advancing of display technologies,a sentence that he/she would like information about. In
they have become more affordable, and therefore it is nowhe background, the system connects to a search engine,
possible to hang a high-resolution display on a wall as if itretrieves the titles of the top results, and converts them in
was a poster or a painting. In the future, technologies sucimages.
as electronic ink and color-changing textiles may make it It next filters this collage through Kandinsky [9] artist
possible to display computer graphics on almost any surfacénspired system to represent the images as decorativetebjec
even wallpapers or curtains [12]. Several peripheral digpl [8]. The user is presented with the requested information in
using computer graphics have been presented recently. & visual form of beautiful art.
common approach seems to be to take information from Our proposed method is an extension of the aesthetic
traditional wall-hung art to inform the design and use ofinformation collages system, which we adopt from Fogarty
such displays. InfoCanvas are specialized computer gispla et.al. [8]. We enhance the system by adding a speech

B. Ambient information displays

IIl. VOICE ACTIVATED AMBIENT INFORMATION
DisSPLAY
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Figure 1. System diagram of the proposed method. Figure 2. Example image collages.

TEMPLATE

recognition module, a search engine capability for displgy
information of user’s interest, and we make this systerr
ambient by presenting it in the form of a virtual painting

=
ﬁ After Effects

—\}/w‘F

f

hanging on the wall. It, therefore, blends with the intendec | op
environment to be used in. :
Our proposed method is illustrated on Figure 1.
A. Speech recognition and search engine connectivity ke a— Region Colrs  Diectins
Our proposed system utilizes the Sphinx speech recogni- Figure 3. Example image collages.

tion engines [16] from Carnegie Mellon University, USA.
User’s speech is transcribed into text.

The text is fed through an XML file into a Google search relative contrast. An aesthetic template is composed from
engine APIl. We use the Google AJAX Search API, a free P P
layered set of regions [8]. Example image collage, an

web service available through Google Code, which allows?
us to programmatically search for keywords, and retrieve aesthetic template, and the result are shown on Figure 3.
results. The top search results are retrieved. Each result i IV. CONCLUSION AND DIRECTIONS FOR THE FUTURE
saved as a string of words.

o We produce a novel information display system. It is
B. Image collages and aesthetic filter voice activated through interaction with the user, display

A string of textual words is fed to the image collage information per user’s request, and it blends into the @mvir
system. It queries a database of indexed images. The relat@ent. The proposed approach presents an improvement over
images are retrieved as a result. This collage of images ig previous aesthetic information collage system by crgatin
likely to reflect the semantic content of the inputted stringan interactive ambient information display.
of words. Example collages are illustrated on Figure 2. The We are unaware of any previous work on voice activated
database used is from PhotoDisc Inc. [17] and containgmbient information display using images, or aesthetie col
approximately 24,000 royalty-free photos. lages.

Finally, the produced image collage is run through an Our proposed system addresses the treddsirability
aesthetic filter based on the well known Kandinsky [9]requirement of today’s computing. It is easy to use, and it
artist style. Aesthetic templates are the central mechanis displays information in an understandable, pleasing manne
for expressing the aesthetic properties. Properties efést  Our technology is unobtrusive and largely disappears into
include: color, texture, edges and lines, direction, shapd  the background.
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Abstract—In this work, we analyse the capabilities of an An-
droid smartphone with the OpenGL ES API for the rendering
of synthetic realistic images. The aim is to find out the facilities
and the main limitations of the platform for the development
of augmented reality games. Thus, our research covers mainly
three fields: an analysis of the information provided by the
camera, a study of the tracking and positioning capabilities
of current smartphones and an outline of the rendering
facilities usually found in these devices. The performance, in
terms of frames per second and latency, has been tested in
different smartphones, in addition to evaluate the reliability
and efficiency of the sensors and the quality of rendering.
In order to show all the results obtained from this study we
have developed an augmented reality game trying to combine
quality, performance and velocity of response.

Keywords-Augmented reality; Android; Positioning sensors;
Image processing; Realistic image synthesis

I. INTRODUCTION

Smartphones have gathered functionalities and features of
an increasingly number of different devices, from those used
in a more professional environment (i.e., mobile devices,
electronic agendas, GPS) to others with recreational aspects
(such as cameras or video game consoles). Although this
means an obvious saving of money and space, the major
advantage of these new devices is the integration of all
those capabilities in increasingly complex and innovative
applications.

Most of the operating systems available for these devices
have been developed ad hoc for each model. Android [1],
however, has a very different origin since it is a multi-
platform linux-based OS promoted by a group of companies.
This open source and cross-platform nature, together with
the growth it has experienced over the past few years, made
us adopt Android as the platform for this work.

Augmented reality (AR) [2] is one of the newest and
most popular applications that have recently shown up within
the sphere of smartphones. Most of the existing proposals
may be classified at one of the following three groups:
AR browsers; applications that allow us to move through a
completely synthetic environment; and, lastly, applications
that use the camera information to show virtual objects in
the phone.

AR browsers are outdoor AR applications that do geopo-
sitioning of virtual objects in the real world by using the ori-
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entation sensors and the GPS or a triangulation positioning
system to determine the position where they must be placed
[3], [4]. The information about the objects to be positioned is
pre-computed and these applications do not demand a great
accuracy in the positioning and orientation of the mobile
device.

The second type of AR applications use only the move-
ment and orientation of the device to readjust the vision of a
synthetically generated scene [5], [6]. In these applications
all elements are generated in a virtual scene that is shown
in the mobile screen. The image captured by the camera can
also be shown, but it has not any influence in the applications
as it is not processed by the device.

Finally, some applications apply artificial vision tech-
niques [7], [8]. This type of applications processes the
perceived image and uses that information to put the virtual
models in the right place. Obviously, this approach means
higher computational requirements and a greater application
complexity. As a consequence, there are really few AR
applications in Android based on exploiting data obtained
by the camera and most of them are basically technical
demonstrations.

In our research, we focus on this last line of work since
the best approach to integrate synthetic information with the
immediate real-time data from the environment in a realistic
scenario such as a dynamic and complex environment seems
to be the exploitation of both the camera and the positioning
sensors of these devices. Since Android is a brand new plat-
form, analysing the viability of this kind of AR application is
a necessary preliminary step. This analysis is complemented
in this work with the development of a simple AR game for
indoor environments as a demonstration of the possibilities
of this approach.

Thus, Section II goes into the study of Android smart-
phones as an AR platform. We have divided our analysis
in three big sections: firstly, a study of the possibilities for
processing the information captured by the camera; next,
a survey of the positioning and tracking capabilities of
these smartphones in an indoor environment and, lastly, the
possibilities for real-time rendering of realistic models. A
brief outline of all the aspects studied in the analysis is in
the end of this section. Section III describes the AR game
we have developed taking into account the results from our
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Table I: Technical data for the smartphones used in our tests.

Motorola Milestone GeeksPhone One Samsung Galaxy S

Android 2.1 Eclair 2.2 Froyo 2.2 Froyo
CPU ARM Cortex A8 ARMI11 Samsung

550 MHz 528 MHz Hummingbird 1 GHz
GPU PowerVR SGX 530 built-in PowerVR SGX 540
Memory 256 MB 256 MB 512 MB
Display 3.7 854x480 3.2” 400x240 47 800x480
GPS v 4 v
Acceler. v v v
Compass v X v
Camera v 4 v

analysis, and Section IV shows the performance achieved
with our proposal. Finally, the conclusions we have reached
with this work are shown.

II. ANALYSIS OF THE CAPABILITIES OF AN ANDROID
SMARTPHONE WITH OPENGL ES

In this section, an analysis of the capabilities of the
Android platform in the context of AR is presented. Table I
shows the main features of the devices used in our study.
These devices are representative of the current smartphone
market.

A. Image capture and processing

The camera of a smartphone is of great importance for AR
applications, since the synthetic images are usually rendered
over real images obtained by the camera. If the image from
the camera is just being displayed, Android efficiently add
it to the rest of layers shown by the application. Otherwise,
if the image is going to be processed, it is captured by the
system and provided to the application as a vector of bytes in
a default format previously set in the camera. Many cameras
(such as the ones used in our analysis) only work with the
YUV image format.

Once an image from the camera is obtained, any image
processing technique may be applied on it. Since image
processing is usually a high-cost computationally task, any
operation has to be spawned in a different thread to the one
running the application’s GUIL. Otherwise, non-responding
lags are probably to be experienced in the application.
Besides, it is also a good practice to code image processing
tasks in native code (C, C++) and use the NDK to integrate it
in the application [9]. This way, we can achieve an important
improvement, up to 400%, in the velocity of execution.

In order to analyse the possibilities of image capture
and processing at iterative rates we started studying the
maximum frequency at which data can be obtained, what
allow us to get the top level of performance that can be
achieved. Thus, this test captures the image and calls a naive
processing image code that just computes the frame rate
(fps, frames per second) with no additional computation.
The results obtained for a Motorola Milestone with Android
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Table II: Image capture, decoding and visualisation on
Motorola Milestone with Android v2.1.

Image size ~ FPS
560320  3.90
280320  4.45
280x160  4.95
140x160  5.10

15x15 5.15

v2.1 and a configuration of 10 fps as the maximum capture
frequency were 8.8 fps.

To study the effect of a simple image processing on
the performance, we have extended our test by adding
the display on the screen of the images obtained by the
camera. Since images are obtained from the camera in
YUV format and they must be in RGB to be displayed
by Android, this test program takes each image captured
by the camera, recodes it from YUV to RGB and gets
it displayed on the screen. Additionally, our test program
can be configured to encode only a region of the image.
The results of running our tests in the Motorola Milestone
are depicted in Table II. The table shows the fps rate as
a function of the size of the region to process. As can be
observed, a top value of 5.15 fps has been obtained, that does
not make possible to keep a fluid stream of images on the
screen. Furthermore, we have observed a delay of about one
second in what is being displayed. Considering the results,
we have kept the configuration of 10fps as the maximum
frequency for the rest tests, since it has provided the best
results; probably because with this frequency the application
is not saturated with images it is not able to process. Other
tests adding different image processing algorithms, such as
colour segmentation based on pixel colour, were carried out
and similar execution times were obtained.

The obvious conclusion coming from the results of our
tests is that the image processing velocity is really low in
Android v2.1 and previous, obtaining a slow response even
after implementing optimisations such as using NDK and
running the processing in a different thread. The main reason
for this performance seems to be in the process the system
follows for each image captured by the camera, allocating
memory, saving a copy of the image, calling the function to
process it and, finally, removing the reference to the allo-
cated memory [10]. This whole process entails a completely
inefficient memory management, that is made still more
acute by the high cost of garbage collection in Android,
between 100 and 300 milliseconds. Not reusing the memory
assigned to each image results in a frequent invocation of
the garbage collector, burdening the performance.

This important issue with memory management is solved
in Android v2.2, that includes other significant improve-
ments as well, such as a Just in Time compiler. Regarding
image processing, the API has been enhanced with new
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Table III: Image capture, decoding and visualisation in
devices with Android v2.2.

GeeksPhone Galaxy S
Size FPS Size FPS
400x240 3.90 800x480 5.70
200x240 4.50 400x480 7.10
200x120  5.00 400%x240 8.00
100x120  5.50 200%x240 8.75
15x15 5.80 15%x15 9.20

methods that work with a buffer passed as a parameter,
removing the memory allocation and removal for each image
to process.

We have analysed the improvements in Android v2.2 by
running the same tests in two of our devices with the new
version of the OS. Table III shows the results obtained
with Android v2.2 for the simple capture and recoding test
previously outlined in Table II. As can be observed, there
is a performance increase of 50%, from 3.90 up to 5.70,
and taking into account a 50% increase in the image size as
well. The improvement is even more appreciable looking at
the visualisation delay, that has been reduced from around
1 second to 0.5 seconds. However, bearing these results in
mind, an efficiency analysis of the real world around us
makes necessary the use of data from other sources, e.g.,
positioning sensors.

B. Device positioning and orientation

In this subsection we outline the main positioning and
tracking sensors included in most Android smartphones:
accelerometer, compass and GPS. In order to check their
performance, some test were executed on our Milestone
phone, similar results were obtained in the rest of devices.

An accelerometer measures the proper acceleration of
itself, i.e., a change in velocity, that involves a change in
position. Mathematically velocity is the integral of acceler-
ation, and position is the integral of velocity. Smartphones
have usually three accelerometers, one for each spatial axis.
Theoretically, the position of a smartphone could be guessed
from data provided by these sensors. In practice, however,
the measures are not very accurate due to the presence of
gravitational and centripetal forces. Anyway, these sensors
are handy for knowing the device’s position relative to the
floor with simple trigonometric calculations.

Figure 1 depicts the values received while a user is
walking along the Z axis with the mobile vertical to the
floor (axis Y is perpendicular to the floor and axis X is
on the side). As can be seen, there is a regular pattern of
about a footstep per second, crests in axis Y. The lateral
movement enclosed to each footstep can also be observed,
but more complex movements would be hard to recognise.

A digital compass or magnetometer is a device that
measures the strength and direction of the magnetic fields
in its environment. Due to the magnetic field of the Earth, a
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Figure 1: Values obtained by the accelerometers of a Mo-
torola Milestone during a user’s walk.
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Figure 2: Values obtained by the compasses of a Motorola
Milestone with a 90° turn.

compass is usually employed as an orientation device since it
points out the Earth’s magnetic north. A smartphone usually
incorporates a chip that integrates three compasses arranged
to detect magnetic fields in the three spatial axes [11].
Figure 2 shows the results obtained by a test consisting of
making an abrupt 90° turn, almost instantaneous, just before
returning to the initial position by means of a slighter turn,
during about 3 seconds. As can be observed in the figure,
the compass is too slow in measuring the new position after
the first sudden movement, what introduces wrong values
during a short period. However, it behaves really well in the
presence of slight movements, with accurate values and very
little noise.

Therefore, to track the direction in which a smartphone
moves with Android is recommended to take together data
from the accelerometers and the compasses. By previously
setting a default position for the device when the application
starts we get enough accuracy, since measures of smooth
changes in the local environment are quite precise.

GPS is a space-based global navigation satellite system
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Figure 3: Test model for OpenGL ES.

that provides reliable location through an infrastructure
comprising a network of satellites. This system can be used
all around the world whenever there is an enough number of
visible satellites. Otherwise, less accurate measurements are
obtained or the device can even get out of network coverage,
usual problem in the indoor locations. The values obtained
by a GPS device points out its current position in the globe
with a few meters of precision, about 10 meters outdoor.
Besides, it doest not provide reliable information about the
direction or inclination of the device and data is obtained
with a delay of about 1 and 2 seconds. All this makes
difficult to realistically locate and move synthetic objects
that are close to the device.

Nowadays, an alternative method to GPS is network-based
tracking by using the service provider’s network infrastruc-
ture to identify the location of the device. Although this
technique has less accuracy than GPS, it has the advantages
of a shorter initialisation time and an important reduction
in power consumption, since only the telephone signal is
used. Additionally, it can provide better results in indoor
environments than GPS. Anyway, both the two methods are
compatible as they are not mutually exclusive.

C. Android and synthetic graphics

OpenGL ES [12] is the API for producing computer
graphics in Android. It is a subset of the standard OpenGL
designed for embedded devices and it has important simpli-
fications. We have carried out a group of test on the devices
shown in Table I to analyse the performance of graphic
synthesis in Android.

The first test focused on measuring performance as the
number of primitives to render increases. The experimental
results obtained for a scene with the model of Figure 3
replicated multiple times are shown in the column C1 of
Table IV. In view of these results it is clear that performance
gets worse as the number of polygons increases except for
Galaxy S, device in which we perceive a serious performance
loss starting from 300K points.

Column C2 of Table IV shows the results after adding a
texture to the model of Figure 3. This definitely improves
the visual aspect of the virtual objects with a minimum
loss of efficiency, up to a 17% for a model of 75000
points in our Milestone. Column C3 depicts the results when
including transparency effects. This hardly has influence on
performance comparing to the synthesis with textures. In
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Table IV: Performance of OpenGL ES in Android (fps).

Points GeeksPhone Milestone Galaxy S

Cl C2 C3 C4 ClI C2 C3 C4 C1 C2 C3 c4

3K 35 35 35 33 30 30 30 30 55 55 55 55
9K 18 19 19 15 30 29 29 28 55 55 55 55
ISK 12 10 10 10 29 26 26 25 55 55 55 55

30K 8§ - - - 25 22 22 19 55 55 55 55
75K - - - - 18 15 15 12 55 53 53 50
100K - - - - - - - - 55 44 44 41

Figure 4: Morphing animation: starting state on the left and
final state on the right.

column C4 the results are obtained after applying illumina-
tion to the models. The performance decreases now a 24% in
Milestone for a scene with 30K points. Obviously, this loss
of performance is due to the additional computation required
to get the colour of each pixel in the scene. Furthermore,
it is necessary to define the light sources in the scene,
setting its position, type, colour and intensity, in addition
to provide each vertex of the models with a normal vector.
As can be observed, the fall of performance in Galaxy S is
only noticeable for models with a certain complexity (100K
points).

As regards animation, among all the different methods
we have analysed the inclusion of morphing [13]. This
technique gets a smooth transition between two models,
using interpolation to compute the intermediate versions of
the models. Since a new position for each point in the model
has to be calculated for each frame, this kind of methods
have a high computational cost. The model in Figure 4
(around 800 points and 300 polygons) has been used to test
the performance of this kind of animation together with the
application of textures and illumination in our target devices.
The frame rates obtained for different scenes with this model
are shown in Table V (only the most interesting results were
measured). It can be observed that performance falls off
dramatically except for low-complexity scenes (8K in the
case of Galaxy S).

D. Discussion

An important deficiency in the image processing capabil-
ities of the platform has arisen, mainly in terms of image
capture latency (a minimum of 0.5 seconds in high-end
smartphones). The main AR applications of other platforms
use the information obtained after a complex analysis of
the images captured by the camera as the main source
of information for positioning the synthetic objects in the
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Table V: Comparison of static (S) and animated (A) models
in the scene (fps).

Points  GeeksPhone  Milestone  Galaxy S

S A S A S A

800 40 21 30 30 55 55
1,6 K 32 14 30 25 55 55
24K 27 10 30 18 55 55
4K 21 6 30 10 55 51

8 K - - 27 5 55 29
12 K - - - - 55 20
16 K - - - - 55 15

scene. In view of the results of our analysis, this kind of
applications are currently not possible at all in the Android
devices we have tested.

On the other hand, multiple conclusions can be extracted
from the analysis carried out using the Android positioning
sensors. First of all, regarding the use of the built-in locating
and tracking sensors, the accelerometers and the compass
provide results relatively reliable with no important errors.
However, GPS gives an excessive error in the measure to
be used in the kind of AR indoor application we propose in
this work.

Lastly, we have detected restrictions in size and com-
plexity of the models to be rendered. From the results we
can deduce that the graphic hardware is powerful enough
to render non-excessively complex models with textures
and illumination. Therefore, in the game we propose in
the next section as an example of AR application, all the
render capabilities we have analysed have been applied, but
limiting the complexity of the model in order to get real
time rendering.

III. AN AR GAME IN AN ANDROID PLATFORM

To exploit the different aspects we have studied in our
analysis we have developed a simple AR game. In this game
each real-time image obtained by the camera is analysed and
it determines the apparition of ’enemies’ that the user/player
must hunt down. Thus, we have implemented a simple
system of events based on object colours and the different
enemies are drawn when a certain event is triggered. These
synthetic characters have to look as if they really were in
the real world so they must behave properly with camera
movements.

There are 4 different enemies in the game, each one
of them with specific reactions and movements: BatGhost
(Figure 5a), has been designed as an example of animation
by parts, with its wings moving independently to provide a
sense of flapping, HulkGhost (Figure 5b) with its blinking
eye is an example of animation using morphing techniques,
EmGhost (Figure 5c) was designed to have an enemy with
bouncing capabilities, that could jump over the player, and
SuperGhost (Figure 5d), that moves around the player while
approaching to him.
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(a) BatGhost (b) HulkGhost

(c) EmGhost (d) SuperGhost

Figure 5: Three-dimensional models.

Figure 6: Event detection and triggering.

When it comes to rendering the different elements through
OpenGL ES calls, the operating system itself executes these
calls in a different thread, allowing a decoupled execution.
Furthermore, the reuse of memory is a constant issue in our
implementation, preventing the number of memory alloca-
tions as far as possible.

IV. EXPERIMENTAL RESULTS

This section presents the performance achieved by our AR
application. The resulting frame rates are shown in Table VI.
The different columns show the frames per second for image
processing (ImPr) and image synthesis (Syn) in each device.
The results in rows 2 and 4 (ImPr deact.) are obtained
by deactivating the image processing task once an event is
triggered, as described below.

In Motorola Milestone the image processing rate ranges
from 3.25fps with no visible enemy to 2.75fps when an
animated (morphing) enemy appears. Besides, the image
synthesis rate falls down from 15 fps to 8 fps with only an
animated model in the scene.

The performance is slightly worse in GeeksPhone One,
with a peak of 2.75f{ps for image processing. As can be
seen, the main performance loss is mostly noticeable in the
graphic synthesis. While the stream of images obtained from
the camera is being processed, the performance values of
the graphic synthesis are lower than the ones for Motorola
Milestone in about 50%.
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Table VI: Frame rates of the AR game.

Milestone GeeksPhone Galaxy S
Test ImPr Syn ImPr Syn ImPr Syn
Static 3.25 15 2.75 8 4.10 35
ImPr deact. 30 21 44
Anim 2.75 8 2.50 3  3.60 23
* ImPr deact. 28 17 41

In the case of Galaxy S we have obtained better results,
with a rate of image processing ranging from 3.6 fps to
4.1fps along with a rate of synthesis of 35fps for static
models and 23 fps for animated, aspect in which the im-
provement is more appreciable.

On the other hand, the performance loss in the processing
of the image has increased the delay in obtaining new
images from the camera, reaching now about 1 second in
our application.

As commented, once an enemy is discovered it does not
keep still, it moves around the environment. To increase
the frame rate and achieve a good response and fluid
feeling we have stopped the image processing task while
the enemy remains active in the screen. This restricts the
appearance of multiple simultaneous enemies, but allow us
to get an outstanding improvement in the rendering, reaching
about 30 fps in Milestone, 21 fps in GeeksPhone and 44 fps
in Galaxy S, a performance high enough to achieve an
acceptable fluidity in an AR game.

V. CONCLUSIONS

In this work we present a study of the capabilities of
current smartphones in the context of AR applications. Thus,
to test the feasibility of this kind of applications we start
checking the main constraints in the obtaining of data from
the device’s camera. The maximum frame rate we can
obtained is less than 6 fps. The main limitation is the latency
in the image capture, near to 0.5 seconds in the best case.

Another point in our study has been to analyse the locating
and tracking features of these devices. From our tests we
have concluded that to obtain the device orientation is
relatively simple and reliable. Nevertheless, to guess the
device displacement is really complicated. Calculating it
using the values obtained by the accelerometers is not very
reliable, due to the numerical errors in the computation of the
double integration. Additionally, geolocation systems have
a margin of error too high for our requirements, about 10
meters.

With regard to the rendering of synthetic images with
the OpenGL ES library, we have tested the inclusion of
textures, illumination and transparencies. The performance
achieved in scenes with up to 15K points has been acceptable
for a mid-range smartphone as Motorola Milestone. Adding
models with morphing animation means a loss higher than
20% each time the number of points is doubled.
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As a proof of concept, to show the possibilities within
the AR field of the different smartphones we have analysed,
an interactive AR video game has been implemented. The
performance we have achieved in this application is 3.25
images obtained through the camera per second and 28 fps
in the synthesis of graphics in a mid-high end smartphone
as Motorola Milestone. The results are better in a more
powerful device as Samsung Galaxy S, 4.1 processed images
per second and 35fps, and appreciably worse in a low-
end device as GeeksPhone One, 2.75 processed images per
second and only 8 fps.
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Abstract — Increasingly, multimedia services require efficient
delivery systems to support content distribution. If a service
targets groups of users then a point-to-multipoint distribution
technology is naturally more optimized. 3GPP has specified
MBMS (Multimedia Broadcast Multicast Service) and E-MBMS
(Evolved MBMS) systems to broadcast and multicast rich media
contents to mobile communities in an efficient way. But these
systems can be enhanced with a permanent access to users’
context information for dynamic group management leading to
effective content distribution. This paper proposes an algorithm
that employs the ubiquitous awareness of the user situation to
optimize the multimedia content distribution to user groups,
saving the resources of the mobile operators’ networks.

Keywords:  Context-awareness,  Ubiquitous  Information

Appliance, E-MBMS, MBMS, Efficiency, User Groups.

l. INTRODUCTION

The new multimedia trends are forcing mobile operators to
improve their content distribution processes in order to avoid
network collapses. Mobile TV services and the social network
fashion are just two examples that require efficient networks
to enable the rich media content distribution to mobile
communities.

Multimedia services are by nature major resources
consumers; therefore 3GPP has launched MBMS (Multimedia
Broadcast Multicast Service) and E-MBMS (Evolved MBMS)
to enable the point-to-multipoint transmissions over UMTS
(Universal Mobile Telecommunication System) and EPS
(Evolved Packet System) networks in an efficient way [1].
This allows saving network resources because users share the
channels used on the multimedia distribution.

The MBMS and the E-MBMS systems can be evolved by
considering users’ context information on the bearers’
management, which leads to an improved data distribution.
The ubiquitous knowledge of users’ instant situation allows
the systems to perform their tasks more accurately. This can
be achieved by splitting groups of users intending to receive
the multimedia content into several subgroups encompassing
the users under the same situation. For the same content
distribution, each subgroup will include all the users receiving
the content with the same format consuming the same network
resources. An example of splitting a group into two subgroups
can be seen in Figure 1.
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Users Receiving the
Multimedia Content

Figure 1 - User Groups Splitting

This paper proposes an algorithm that enables a context-
aware MBMS and E-MBMS (CE-MBMS) system to
dynamically create several subgroups based on a ubiquitous
knowledge of the users’ situation leading to an effective
multimedia content distribution. A CE-MBMS system is for
sure a stepping stone in the direction of an efficient multimedia
delivery over mobile networks to user groups.

The rest of the paper is organized as follows: in Section Il it
is described the main motivation for the work carried out;
Section 111 describes several related publications; the proposed
algorithm to improve the network efficiency is detailed in
Section 1V; Section V presents the main results of the work
performed; finally, Section VI summarizes the main
conclusions.

II.  MOTIVATION

The increase video trend with powerful formats, such as
3D, and the unlimited social networks tendency make us
believe that in a near future there will be a lot of services
targeting groups of users. These services will generate a huge
amount of traffic that requires systems skilled to efficiently
deliver the multimedia contents. When the distribution is to be
made to groups of users, a point-to-multipoint technology is
much more effective. MBMS and E-MBMS are the
technologies that can support an efficient multimedia content
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distribution to mobile communities. Still, they can be evolved
with context information to enable a personalized delivery.
Therefore, the main motivation of this paper is to enhance the
process of content distribution using the user situation
knowledge on the CE-MBMS channel management. A service
scenario is proposed in order to facilitate the demonstration of
the algorithm efficiency.

A. Context-aware User Groups

The solution to offer personalized services over optimized
networks to groups of mobile users is sustained by the
mechanisms to manage the groups’ splitting process. For the
MBMS and the E-MBMS cases the final groups maps on
specific content formats that are to be used on the multimedia
distribution to mobile communities by means of shared
channels. Therefore, each subgroup having several end-users
will be matched with a specific format arrangement. The group
creation shall take into account all ubiquitous context
information, which may encompass environmental
information, network status, user profile, operator policies or
terminal capabilities, as shown in Figure 2.

Environment

User Content

Group Selection
Algorithm

Terminal Network

Group
Selected

s

Content Format

Figure 2 - Context Impacting the Group Selection Process

Consequently, this paper presents an algorithm that is
devised to allow a CE-MBMS system to optimally deliver its
multimedia contents to user groups. Significant efficiency
gains can be achieved by personalizing the contents through
the group splitting process by making use of a ubiquitous
context information access.

B. Service Scenario

Maria really loves football. She is always following her
team matches. For that, she has subscribed the mobile service
“l am a fan”, which replays the goals and the main plays
almost on real-time. Depending on Maria’s environment, the
service will adapt the content to be transmitted. The service
also considers the Maria’s profile for the content adaptation.
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Whenever there is a new goal or highlight to be transmitted
related with the match still running the system shall check if
Maria is on a noisy environment and if she is on the move; plus
it shall also take into account which team has scored. With all
this information, the service will tailor the content in the format
that best fits the Maria’s situation, improving the system
effectiveness while ensuring a high level of user satisfaction.

I1l.  RELATED WORK

The association between context information with mobile
networks is now a hot topic in the scientific community. It
allows the introduction of personalized services running on top
of improved networks.

The work presented in [2] devises a context-aware
framework for content delivery in pervasive computing
environments. It is here proposed the adaptation of multimedia
content to the specific user situation. The framework supports
media coding and transmission adaptation taking into account
temporal, spatial, and communicational circumstances of the
user.

The work carried out in [3] has tackled the impact of
context, sensors and  wireless networks in  the
telecommunications field. It has proposed several scenarios
stressing the potential synergies between the defined areas.

In [4] was demonstrated that mainly in an MBMS
environment, “there is an advantage for using more efficient
codecs, by sub-grouping multicast groups based on supported
codec, as they become widely available in the network”. A
hierarchal group management framework was proposed
allowing the control of transcoding based groups.

The work carried out in [5] introduces a framework that
allows the network to control its devices connectivity based
virtually on any criteria. The paper proposes an algorithm to
intelligently manage the device mobility, which can take into
account any type of information, such as context, user
preferences or user profiling.

The work presented in [6] defends the service enrichment
by means of context usage. It presents an innovative service
based on different enablers, over an IMS (IP Multimedia
Subsystem) environment, responsible for managing triggers
defined by the users.

The main concern of the work presented in [7] was to
research the prerequisites and enablers for context-aware
services. Furthermore, it has highlighted the challenges and the
priorities for future investigations in the context-awareness
area.

The applicability of context-based multicast content
distribution was investigated in [8] on the example of a Swiss
shopping centre where push and video-based mobile
advertising services were selected as a use case scenario.

In [9] is devised an architecture “where context information
is taken into account to improve MBMS and E-MBMS
services”. The proposed architecture makes possible an
efficient multimedia content distribution to mobile users’
communities.
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The research presented in [10] considers the use of context
information to achieve a personalized multiparty multimedia
content delivery to groups of users. It describes an architecture
that encompasses mechanisms for context management,
content processing and distribution to mobile communities.

IV. PROPOSED MECHANISM

The following sections describe and present the devised
mechanism for user group selection.

A. Ubiquitous Content Delivey

Here, it is devised a mechanism that considers a set of
stages where the user situation is evaluated. Each piece of
ubiquitous context information is assessed and, depending on
the results achieved, a classification is provided to each
possible group. At the end, the group selected is the one with
the highest classification, which enables an effective
multimedia content distribution.

As an example, consider the Figure 3 illustration where two
different groups are taken into account: G1 encompassing all
clients using a high definition codec and G2 for users having
only access to a low definition codec. Users on the move have
no advantage of being associated with G1 since they won’t be
under an appropriate environment where they can enjoy the full
multimedia quality provided by a high definition codec.
Therefore, its employment is not recommended for moving
users. However G2 could be a good option for clients on the
move, since they can enjoy the service with about the same
experience as using G1, but saving network resources.
Consequently, the G2 classification can be marked as Good.
Similar logic can be applied when users are stopped, but, in this
case, leading to opposite classifications: users clogged can
make use of a higher definition codec; therefore G1 shall be
better scored than G2.

G1=Bad Yes No
G2 = Good

G1 = Good
G2 =Bad

Figure 3 - Group Selection for a Moving User Scenario

The choice of the group may also be dependent on the type
of environment that surrounds the client. A user placed in a
quiet environment can, undisturbed, enjoy the multimedia data
using a high definition content format. Therefore, G1 is a very
good option for this client while G2 could be a less than
remarkable option since it will decrease the user experience. In
the opposite case, a client in a noisy environment, the group
classification shall be the contrary: G1 is a bad choice since the
noise would disturb the user experience while G2 could be a
good option. This can be seen in Figure 4.
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G1 = Good
G2 =Bad

G1=Bad
G2 = Good

Figure 4 - Group Selection for a Quiet Environment Scenario

Since there is an endless set of context information related
with users’ situation, mobile operators shall narrow down the
context data by selecting only the ones useful for improving the
service and the multimedia distribution.

B. Proposed Mechanism

The mechanism here proposed for group selection manages
a set of stages where the occurrence of a specific context event
is evaluated, which leads to a specific group classification.
Furthermore, it makes possible the easily addition and
subtraction of context information in the chain. After running
all the steps, the user is finally considered as belonging to a
specific group. All the process can be seen in Figure 5.

G(1,1) = w(l)a;
G(1,2) = w(1)*by

G(1,1) = w(l)a;’
G(1,2) = w(1)*by'

G(LN) = w(l)'n; G(LN) = w(1yny'

Stage 1 |

G(2,1) = G(1,1) + W(2)*a;
G(2,2) = G(1,2) + w(2)*b,

G(2,1) = G(1,1) + w(2)*a,
G(2,2) = G(1,2) + w(2)*b,’

G(2N) = G(LN) +w(2)n

(
(
G(2N) = GILN) + w(2)n;’

Stage 2

G(M,1) = G((M-1),1) + w(M)*ay
G(M,2) = G((M-1),2) +w(M)*by

G(M,1) = G((M-1),1) + w(M)*ay’
G(M,2) = G((M-1),2) + w(M)*by’

GIMN)= G((M-L).N) + w(M)ny, GMN)= G((M-1).N) + w(M)*ny’

Stage M

!

Figure 5 - Context-aware Group Selection

Consider G(i,j) as the total classification allocated in stage i
to the Group number j, where:

icfLM]
jelLN]
i,jeN
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Note that M is the number of stages, or conditions, while N
represents the number of possible groups.

Consider also that w(i) represents the weight of the i"
condition on the group selection process, where:

w(i) € o.1]

Additionally, c(ij) can be defined as the j"
classification at stage i, where:

c(i, j) e[1.100]

There are some conditions that are mandatory to happen in
order to allow the mapping of a specific user in a specific
group. For instance, it is mandatory the support of the content
format by, at least, the terminal, the network and the source.
Furthermore, the user profile shall allow the client the codec
usage. Consequently, the following multiplicand shall be also
taken into account:

HS(m,j)

Where S(m,j) is m' mandatory condition required to allow
the user mappmg in the j™ Group. It takes the value O if the
mapping is not possible and the value 1 if it is supported.

S(m, J) {01}

Consider T defined as a vector representing the total
classification of each of the N™ possible groups for the CE-
MBMS service. Furthermore, j can be defined as the index of
the j" group classification belonging to the T vector.

group

Consequently, T(j) can be defined as:

HS(m j)* Z

This is eqmvalent to the foIIowmg equality:
=TIs(m *G(M, j)
m

The result will be a list of the group relative importance for
a user in a specific service, where the highest value means the
“best” one. As can be seen by the expression above, the
unavailability of the content format in the terminal, network, or
source prevents its choice in the group selection procedure
since it assigns a zero value. The selected group is obtained by
finding the index of the T element having the highest value.
Using the “Matlab” notation, the GroupSelected can be
obtained in the following way:

i) VielN]

[value,index] = max (T) &

GroupSelected = index

In a match case, when two different groups end with the
same classification, the network can be configured to randomly
allocate a user to one of the defined groups or it can apply
specific rules refining the group selection.

This approach enables operators to allocate users in specific
groups based on context information leading to useful services
delivered over optimized networks.
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V. EVALUATION

The scenario environment and its evaluation are presented
in the following sections.

A. Scenario Environment

The scenario depicted for the proof of concept considers
sets of users in different environmental conditions accessing
their multimedia services. To demonstrate the benefits of the
group selection procedure it was developed a simulation
environment where 450 users were randomly spread in the
network encompassing 15 antennas having each of them 3
sectors. It was considered two users’ groups where the first
group uses a higher definition codec that consumes twice the
data rate of the second one. The users were accessing their
services utilizing either a 256 kbps (Group 1) or a 128 kbps
(Group 2) content format. Besides the comparison between the
mean data rate of the service accesses using the CE-MBMS
system running or not the proposed group selection algorithm it
was also considered using unicast technology with and without
the group selection procedure active. It is assumed that when
the group selection procedure is switched off the system
chooses whenever possible the 256 kbps content format to
distribute the multimedia content to the end-users. The group
selection was done based on the users’ movement, on the
existing noise in the users’ surroundings, and on the user
profile. Table 1 presents the group classification according to
the user context.

Table 1 — Group Classification

User Context Group Classification
Yes No
Gl | G2 | G1 | G2
Content match the user profile | 90 | 10 | 10 | 90
User in a quiet environment 90 | 10 | 10 | 90

User on the move 10 | 90 | 90 | 10

It was considered that each condition has the same weight
in the group selection process. Moreover, it is assumed that
90% of the terminals are capable of using the high definition
codec. Additionally, for the analysis of performance it was
considered different percentages of fans depending on where
the game took place. Finally, it was crossed over with specific
team statistics taken from [11], which leads to different team
scores’ probabilities. Multiple runs of the scenario were
executed.

B. Scenario Evaluation
1) Group Selection Results

Two environments are here considered to demonstrate the
group selection results: a vehicular scenario where users have a
higher probability of being on move and facing a noisy
environment; and a city centre situation having users mostly
stationary in a much quieter atmosphere.

Best Team Playing at Home

These simulations assume that the best team plays at home.
This has two implications: most of the users in the area are
supporters of the best team and the best team has even a higher
probability of scoring. Consequently, most of the contents
made available by the service match the user profiles.
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Figure 6 presents the relative data rate transmission per
antenna in a vehicular environment. As can be there observed
the group selection procedure operation provided efficiency to
the system even when using point-to-point connections, where
mobile operators can save almost 34% of data rate transmission
in comparison with the raw unicast. The utilization of the
group selection on the CE-MBMS leads to almost 5% of gains
regarding the standard E-MBMS. This is due to the fact that in
some situation where users face a noisy environment while on
the move the selected group is the one with the lowest data rate
since the decrease of the quality does not affect the user
experience. Considering now the two extremes’ cases, the CE-
MBMS operation can decrease the total data rate up to 85%
when comparing it with the unicast transmission without the
group selection procedure active.

Relative Data Rate Transmission per Antenna

CE-MBMS With Group Selection CE-MBMS Without Group Selection  Unicast With Group Selection  Unicast Without Group Selection
Best Team Playing at Home - Vehicular Environment

Figure 6 - Best Team Playing at Home in a Vehicular Environment

It was taken for granted that in a city centre environment
most of the users are still and consequently they can face a
calmer ambience than the one existing in vehicular situations.
Figure 7 shows the relative data rate transmission per antenna
in a city centre location. As can be seen, the group selection
procedure leads to an improvement of almost 13% of the total
data rate in the unicast transmissions. The savings go up to 4%
when assessing the group selection utilization in the CE-
MBMS systems.

Relative Data Rate Transmission per Antenna

0
CE-MBMS With Group Selection CE-MBMS Without Group Selection  Unicast With Group Selection Unicast Without Group Selection
Best Team Playing at Home - City Centre Environment

Figure 7 - Best Team Playing at Home in a City Centre Environment

It can be noted an efficiency decrease when going from a
vehicular to a city centre scenario. This happens due to the
assumption that users located in the city centre can easily sit in
a quiet place to access their multimedia services. Thus, the
system tends to put most of the users in a same group all

Copyright (c) IARIA, 2011. ISBN: 978-1-61208-171-7

enjoying higher data rates content formats, in the end

increasing the system total data rate consumption.
Weakest Team Playing at Home

The following simulations assume that the weakest team
plays at home. Therefore, most of the supports are fans of the
worst team, which has a lesser probability of scoring.

As can be observed in Figure 8, the relative data rate
transmission per antenna in a vehicular environment decreases
with the introduction of the group selection algorithm. The data
rate savings for the service can reach up to 37% when
comparing the unicast transmissions running the procedure
with the raw unicast multimedia delivery. Furthermore, when
comparing to the standard E-MBMS, the use of the group
selection algorithm on the CE-MBMS makes possible to save
up to 5% of the utilized resources. These gains can reach up to
72% when comparing with basic unicast transmissions.

Relative Data Rate Transmission per Antenna

0
CE-MBMS With Group Selection CE-MBMS Without Group Selection  Unicast With Group Selection  Unicast Without Group Selection
Weakest Team Playing at Home - Vehicular Environment

Figure 8 - Weakest Team Playing at Home in a Vehicular Environment

The results presented in Figure 9 are related to a city centre
environment where the weakest team is the home team. As
expected the unicast transmission using the group selection
algorithm consumes fewer resources than the ones transmitting
with the standard unicast, being the data rate savings about 16
% of the total data rate needed when transmitting with the raw
unicast. Furthermore, the use of CE-MBMS allows up to 85 %
of data rate transmission reduction when having as a reference
the unicast transmission without group selection, which is a
very significant gain.

Relative Data Rate Transmission per Antenna

0
‘CE-MBMS With Group Selection CE-MBMS Without Group Selection  Unicast With Group Selection Unicast Without Group Selection
Weakest Team Playing at Home - City Centre Environment

Figure 9 - Weakest Team Playing at Home in a City Centre Environment
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2) Number of Users per Group

Figure 10 presents the relative users’ groups distribution in
different environments. Users in Group 1 consume 256 kbps
multimedia content while users in Group 2 access their services
requiring a 128 kbps connection. Considering the weakest team
as the reference, the following assumptions shall be taken into
account:

e  CH: the weakest team is playing at Home in a City
centre environment

e CV: the weakest team is the Visitor in a City
centre environment

e VH: the weakest team is playing at Home in a
Vehicular environment

e VV:the weakest team is the Visitor in a Vehicular
environment

100
Ml Grouw 1 ! r !
oo |l Grouwp2

Relative User Allocation per Group per Antenna

cv VH
Groups of Users' Environment

Figure 10 - Users’ Distribution per Group

The users’ groups’ distribution are deeply affected by the
type of environment. It can be seen that users in the city centre
are typically allocated to Group 1 while users placed in a
vehicular environment are included in Group 2. This happens
mainly because the users’ classification considers that clients
on the move or on noisy environments cannot enjoy higher
definition formats, pushing them to the lowers data rate
transmissions, making it possible to save network resources.

It can also be noted that it is not indifferent to play the
game as a visitor or at home. Home teams have a larger
supporter base, therefore, when their team scores there are
much more fans pulled to the higher quality videos.
Consequently, it can be seen that for the same environment,
city centre or vehicular, the number of users allocated to Group
1 increases whenever the weakest team plays in the adversary
field.

VI. CONCLUSION AND FUTURE WORK

The dynamic group selection procedure is a powerful tool
that mobile operators can use to offer personalized services
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over improved networks to groups of users. The users’ group
selection is made based on a ubiquitous access to their clients’
situation data. Mobile operators shall make the appropriate
tuning taking into account selected environment information in
order to optimize its operation. The results here presented have
demonstrated its usefulness where significant gains were
shown with the CE-MBMS usage. The selected proof of
concept scenarios gave almost 5% of gains when comparing
with the standard E-MBMS and they can reach up to 85% of
data rate reduction when comparing with the raw unicast
transmission.

As future work it is envisage the study of the user
satisfaction taking into account the involved dynamics of a
context-aware bearer modification. For that, a testbed will be
setup where users can access the multimedia contents under
different situations and where they can provide their experience
feedback according to their situations.
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Abstract—The ubiquity and proliferation of digital imaging
devices and computational power enable the use of computer
vision in a variety of ubiquitous applications that previously
would have been impractical. This paper presents a new such
application domain called emergent displays (a type of actuator
network), and goes on to describe its use of computer vision
as a means of simultaneous localisation of large numbers of
nodes. The effectiveness of a state of the art computer vision
tool is analysed against this application with quantitative and
qualitative results, and then put into context against further
more general ubiquitous applications.

Keywords-Smart pixel; Vision-based localization; Visual com-
munication; Machine vision; Pervasive computing.

1. INTRODUCTION

Public display technologies are now commonplace. Ap-
plications ranging from commercial advertising to digital
signage have driven their deployment on a massive scale,
with over 709,000 devices installed in North America in
2008 alone. Most deployments are based around off-the-
shelf, inexpensive LCD or plasma technology measuring less
than one metre in diameter. Larger displays are also popular
in high profile locations, with flat-panel LED displays that
measure tens of metres across. More recently, a new classifi-
cation of public display technology has been proposed—the
Emergent Display, a visual actuator network [1].

Unlike traditional computer display technologies that are
formed on rectangular two-dimensional surfaces, emergent
displays envision every pixel in a display being an intelli-
gent, self-organizing, independent computational device that
can be placed anywhere in three dimensions, allowing them
to organically form displays to suit any environment. The
ultimate vision of an emergent display could be considered
a ‘spray-on’ display surface, where miniature pixels can be
dynamically painted onto any surface, and self-organize to
form a coherent display. Emergent displays are normally
characterized by:

o A large number (typically thousands or even mil-
lions) of small, inexpensive, intelligent pixels that are
dynamically deployed in an ad hoc fashion into an
environment. Deployments can be either two or three
dimensional, but are typified by pixels wrapped around
the surfaces of large physical objects, such as public
buildings.
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o A low infrastructure computer network (either wired
or wireless) that allows communication between the
pixels.

o Irregular and unpredictable display geometry and den-
sities. The very nature of these displays means that the
overall shape and density of the display is also defined
by the ad hoc deployment process, and can vary even
within a single display.

o A localization technique that can locate and identify the
pixels in 3D space after deployment.

« A rendering engine that can translate graphical content
into network commands that control the pixels in real
time.

Although still an area of active research, there have
been several serious research attempts to develop prototype
emergent displays. Whilst a thorough review is beyond the
scope of this paper, examples include the Urban Pixels
[2], The Particle Display System [3], LumiNet [4] and the
Firefly project [1]. These projects have all adopted different
hardware designs and approaches to the architecture and
networking of pixels, but share the common challenges
of emergent displays listed above. All of these prototypes
utilize light-emitting diodes (LEDs) as a display component,
due to their low cost and high modulation bandwidth. This
paper focuses on the use of LEDs as a means to fulfil the
localization requirement for emergent displays.

A significant volume of research has been undertaken in
recent years (primarily in the wireless sensor network field),
that investigates techniques for the localization of small
devices, including approaches based on GPS (Global Po-
sitioning System), RF (Radio Frequency)/ultrasound signal
strength, time of flight and/or angle of arrival [5]. However,
such approaches are not well suited to the domain of
emergent displays. GPS or RF localization solutions would
require unacceptable levels of complexity and cost on each
pixel, as they imply the need for expensive radio receivers
and still yield relatively poor levels of accuracy—published
results indicate tens of centimetres in the common case.

A far more suitable approach to satisfying all the require-
ments listed above is to use multiple camera viewpoints
with 3D reconstruction techniques to generate the location
information, particularly given the proliferation of CCD
cameras and the increase in use of cameras for emergent
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displays, sensor nets and similar applications. Multiple
camera viewpoints are already utilised for localisation in
projects such as PhotoTourism [6], SenseCam [7], and the
well-known Kinect platform [8] and in the past, multi-
viewpoint techniques involving LEDs have been used to
localize cameras.

For instance, in [9], LEDs were added to a building and
some were located using a laser surveying system to form
a control set. A high-speed camera took photographs of the
LEDs from multiple viewpoints, while the LEDs transmitted
a unique identifier to allow correspondences to be found. The
camera properties were then worked out using the control
LEDs as a calibration pattern. Once the camera properties
were known, LEDs or other features could be triangulated.
Similarly, in [10], known-position LEDs transmit location
information which is picked up by CCD cameras mounted
on mobile nodes. The camera’s position, and hence also the
node’s, is then determined. Emergent displays on the other
hand, must for reasons of practicality locate the pixels in the
display without any assumed reference points or calibration
patterns.

This paper presents a new technique for constructing 3D
models of the relative locations of LED light sources within
an emergent display. This method is notable because it
does not require the use of reference points or calibration
patterns, unlike similar techniques. This technique combines
a feature detection algorithm, which uses visible-light com-
munication (VLC) based on on-off keying (OOK) of LED
light sources, with an existing state-of-the-art multi-view
reconstruction application (Bundler). This paper presents a
new methodology for comparing computed location models
to a control model and applies this methodology to provide
an experimental evaluation of the new localization technique
using the Firefly system as a research vehicle. Results are
presented in terms of the number of viewpoints required
to produce a location model, the proportion of attempts
which result in a valid model, the number of LED lights
successfully identified, and the accuracy of the generated
model. A number of heuristics are then suggested with
which to optimize the localization process. We conclude by
suggesting areas for future work, as well as considering how
this new form of localization may be applied more broadly
within the field of ubiquitous computing. Firefly forms the
basis for experimental evaluation in this paper, so we first
provide a short conceptual overview of the system to aid the
reader’s understanding of its concepts.

II. FIREFLY: AN EMERGENT DISPLAY PROTOTYPE

Firefly is an emergent display prototype that enables
tens of thousands of pixels to be dynamically deployed in
displays measuring tens of metres across, and is targeted
at providing support for displays embedded into building
architecture, as exemplified in the 3000-pixel field trial
deployment illustrated in Figure 1.
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Figure 1.

Citylab display and Firefly pixel

Central to the concept of Firefly is the Firefly pixel, also
depicted in Figure 1. Firefly pixels consist of a micropro-
cessor, a single-colour or RGB LED, and a small number
of inexpensive discrete electronic components (transistors,
capacitors, etc.). These pixels measure 6 mm X 20 mm, and
can be constructed for less than $1 in component costs.

Firefly pixels are wired together using a simple two-wire
bus. Up to 240 grey-scale or 80 full-colour pixels can be
connected on a single, two-wire Firefly string measuring up
to 50m in length. One wire serves as a ground, while the
other carries both power and data to the pixels, at a rate of
approximately 80 kbps. This is sufficient to allow real-time
control of the pixels at 30 frames per second. Firefly pixels
also self-configure a display-wide unique 24-bit identifier.

Once manufactured, Firefly pixels can be placed (typically
hung or wrapped) in any position or topology, much like a
string of common Christmas lights, but on a larger scale.
Note that, unlike a conventional screen display, a pixel’s lo-
cation bears no relation to its address. Therefore, a mapping
from address to location must be determined. In Firefly this
is achieved through applied computer vision techniques in
two stages: 2D Imaging and 3D Reconstruction.

A. 2D Imaging

Firefly pixels are localized using a collection of 2D views.
Each of these views is generated from a series of 26 images
taken from a single viewpoint (typically using an SLR
camera):

« One frame with all pixels off; this is used as a reference
frame against which other frames are compared.

o One frame with all pixels on; this is used to pre-locate
all pixels to speed processing of the remaining frames.

o Twenty-four frames to represent the identifier of the
Firefly pixel, encoded using OOK in Big-Endian order.

During this process both pixels and camera are syn-
chronously controlled, enabling every pixel in view of the
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camera to simultaneously encode one bit of their identifier
in each image.

Once a complete set of images has been gathered for
a given viewpoint, the identifier and 2D image location
of every Firefly pixel visible from that viewpoint can be
established. This is achieved by comparing every individual
image to the reference frame before using a simple threshold
filter to determine whether a given Firefly pixel was on or off
in each image. The identifier of every Firefly pixel can then
be simply recovered. In order to improve resilience, forward
error correction codes (such as a Hamming code) can also
be used at this stage. The final pixel location is taken to be
the average of the centre points of that pixel over each frame
in which the pixel is illuminated. An example of how two
such viewpoints might be generated from a simple display
is given in Figure 2.

— Lights —
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et % #%
|
[ [ [
Captured Image Captured Image

Figure 2. Example of two viewpoints of a simple display

A Firefly pixel’s identifier, when combined with the 2D
location coordinates, enables the generation of a view—a list
which matches identifiers with 2D locations from a given
viewpoint. An arbitrary number of views can be generated
for a Firefly display. These are then composed in a second
stage, where a full 3D model can be reconstructed.

B. 3D Reconstruction

In order to reconstruct a 3D scene, we utilize standard
photogrammetry techniques. Photogrammetry is a special
case of visible-light localisation, in which geometric in-
formation, in particular a 3D model, is extracted from
multiple 2D images of a scene. A thorough description of the
mathematics behind photogrammetry (epipolar geometry), is
given by Hartley and Zisserman [11].

In a typical photogrammetric application (e.g., Photosynth
[12]), photographs from several viewpoints are passed to
a feature detection algorithm, such as SIFT [13]. This
algorithm finds the locations of distinctive features in an
image and matches them to corresponding features in other
images. For Firefly, however, this is unnecessary, as feature
correspondences are identified through the creation of views
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(maps from pixel IDs to 2D locations), as described in the
previous section. These features may then be entered into
a bundle-adjustment algorithm, which estimates a model of
the 3D positions of the features.

To implement this design, we chose to adopt the widely
used photogrammetric application Bundler [6]. Bundler
takes a list of features in each view, a list of feature corre-
spondences between views, the focal length (in pixels) of the
camera, and produces a 3D model of all the Firefly pixels,
which we call a scene. In contrast to previous techniques
for estimating LED positions, Bundler does not require that
the camera positions are known beforehand.

C. Discussion

This section has described the conceptual operation of
Firefly—an emergent display prototype—and its reliance
upon existing computer vision techniques for localization.
From this, a number of questions become apparent:

« How many views are required in typical Firefly deploy-
ments to produce an accurate and complete 3D model?

o How accurate a model can be produced, as compared
to a control case?

o What heuristics can be applied in the field to improve
the accuracy and completeness of a final Firefly scene?

In order to address these questions, the following section
undertakes a quantitative experimental analysis of the Firefly
prototype.

1II. EVALUATION
A. Experimental Procedure

The results presented in this paper investigate the ef-
fectiveness of the procedure used to localise Firefly pixels
within a display, both in terms of the initial 2D views
collected with the cameras and the generation of the full
3D scene using Bundler. The goal of this experiment was
to see how many views are required to generate a good 3D
model, how much variation there is in the models produced
by different combinations of views, and whether there are
any simple heuristics for identifying poor views prior to
their use in scene generation. These results are then put into
perspective against other applications which may require
this type of positioning system, such as sensor networks or
robotics.

Configurations

The data presented in this section were generated through
a series of experiments on two distinct displays: a 2D Firefly
display with LEDs in strict grid formation and a 3D display
formed from a wrapped cylinder. During our experiments
each of these displays was positioned with sufficient space
around it to enable a wide variety of views, including both
views close to the display and views at a distance, and views
were obtained at a wide variety of orientations, heights and
angles—as allowed by the space available.
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Fifteen distinct views were taken of the 2D display,
with a further forty-five views of the 3D wrapped surface.
3D Bundler scenes were then generated using randomly
selected combinations of these views, with between two
and 44 views selected for each of the models generated.
This process was repeated fifty times, with the accuracy and
completeness averaged over each set of fifty scenes to give
a final representative result for each quantity of views.

Control Case

The analyses of the Bundler generated scenes in this
section include estimates of absolute error from the modelled
point positions to the actual point positions. The actual
point positions were determined by direct measurements of
the displays combined with certain assumptions about the
display configurations; these are described in more detail in
the following sections. As even an ideal Bundler model may
differ from the control model, it must first be transformed
into the coordinate system of the measured model using
a ‘best-fit’ similarity transform. This similarity transform
recognises that the model may have an arbitrary origin,
scale, and orientation, as these properties are impossible to
determine without an absolute reference point. These trans-
formations were computed using a probabilistic RANSAC-
based algorithm, in which a small subsets of points are
assumed to be inliers and used to compute transformations
which closely match the measured model.

Metrics

From the control case, it was naturally possible to deter-
mine the overall accuracy of each scene generated as the
mean error of each Bundler-modelled pixel location to the
matching control measurement. This value was computed
for each scene generated, and scenes were also marked as
successful scenes and failed scenes. A scene was counted
as failed if Bundler did not converge to a solution or if the
accuracy was not within 10 cm.
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Figure 3. 2D grid histogram of accuracies

A histogram of the accuracies for the first display is shown
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in Figure 3, which demonstrates that scenes with mean error
of greater than 10cm are clear outliers. All experiments
described in this paper exhibited similar distributions, so
are not included here for conciseness. Finally, whilst we
recognise that a typical accuracy of 2cm is considerably
worse than demonstrated in other documented photogram-
metry applications [14], we attribute this to the resolution
of Firefly pixels within the views, rather than the Bundler
process itself. It is nonetheless sufficiently accurate for the
application domain.

In addition to the accuracy, the completeness of each
scene is measured as the proportion of pixels which are
successfully modelled at all by Bundler, as Bundler omits
pixels entirely if the data required to triangulate them are
insufficient or contradictory.

B. Flat Surface

The first experimental display is a 2D grid, chosen for
the ease with which an experimental control scene can be
constructed, as well as the ability to visually spot errors
in the Bundler model. This display consists of a fixed,
wooden back plane on which pixels are placed in a regular,
32 x 12 grid at 5cm intervals, providing an ideal known
configuration for initial tests. The experimental control scene
of this display assumes that the pixels are in a perfect, co-
planar, evenly-spaced grid.

Fourteen views of this display were taken from a variety
of distances and angles relative to the display. Randomly
chosen subsets containing 2—12 views were used to generate
scenes, for 550 total scenes. The success rate (proportion
of scene-generation attempts which were successful), mean
accuracy, and mean completeness of the scenes, grouped by
the number of views used to generate them, are plotted in
Figure 4.
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Figure 4. 2D grid display analysis (error bars represent the 5th and 95th
percentiles)

The completeness is fairly steady with respect to the
number of views. This is to be expected, as most views of
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this display contain all the pixels. However, the completeness
does appear to decline slightly at the tail of the graph, though
not conclusively; this is examined in more detail in the next
experiment. Accuracy, on the other hand, improves slowly
with the number of views, as does the success rate, until it
levels off after 6-8 views.

C. Wrapped Surface

The second experiment uses a Firefly display constructed
from a 3m x 1m fabric in a woven Smm grid, in which
Firefly pixels are placed. This fabric display is useful as
it is fairly easy to generate a control model by counting
squares in the weave, yet it can also be wrapped around a
surface to produce a 3D display. In total nearly 800 pixels
were used, with 320 measured as control points. Initially,
this fabric was placed flat and analysed in order to confirm
our previous results for the 2D grid. The results achieved
were consistent with those of the 2D grid and therefore are
not reproduced here.

The fabric was wrapped around a 1 m diameter cylinder
to form a 3D display. A cylinder was chosen as it accurately
represents the distribution and obfuscation characteristics of
emergent displays, yet is quite easy to determine 3D control
positions for the pixels from 2D positions in the weave. In
order to do so, it was assumed that the cylinder was stretched
perfectly tautly around the cylinder. The cylinder and one
resulting Bundler model are shown in Figure 5(a) and Figure
5(b), respectively.

(a) Cylinder

(b) Scene produced (top view)

Figure 5. Cylinder experiment

As with the 2D grid display, views were taken from a
variety of distances and angles. However, as it was impos-
sible to see all pixels from any one viewpoint, many more
views were taken (forty-six in total). These were selected in
random combinations (fifty combinations each for 2 to 44
views), to form a total of 2150 scenes. These were analysed
in the same way as the for 2D grid display. Figure 6 shows
the results.

Compared to the 2D grid display, more views were
necessary to achieve a good completeness, as not all pixels
were visible in each view. What is surprising is that the
completeness and accuracy appear to decline slowly but
steadily after a peak between 12 and 16 views. It is not
clear why they should decline in this way, though it may
be hypothesized that this is due to a system within the
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Figure 6. Cylinder display analysis (error bars represent the Sth and 95th
percentiles)

Bundler process becoming significantly overdetermined at
this point. The next section discusses heuristics by which
good viewpoints of a display may be chosen.

D. Heuristics

The previous sections examined how success rate, accu-
racy, and completeness of a scene change with the number of
views used to construct it. The results were generated by ran-
dom combinations selected from a wide range of viewpoints.
This section examines whether any simple heuristics exist
for choosing ‘good’ viewpoints in the field which perform
better than selecting at random.

Table 1
FAILURE RATES OF VIEW CREATION FOR 2D GRID

View  Pixels Detected Duplicates False False

(out of 444) positives negatives
0 439 0 0 5
1 431 0 1 13
2 428 0 0 16
3 376 0 15 68
4 424 0 0 20
5 438 0 1 6
6 438 0 0 6
7 440 0 1 4
8 435 0 3 9
9 441 0 2 3
10 425 0 8 19
11 370 0 35 74
12 325 0 29 119
13 416 0 6 28

Initially, we consider determination of ‘good’ views sim-
ply by observation of the characteristics of the individual
views themselves. For example, taking the 14 views of
the 2D grid, shown in Table I, there are several types of
failure which may be identified from examination of the
view alone. These include: duplicates (two features with the
same ID), false positives (features with IDs which do not
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correspond to real pixels), and false negatives (pixels with
no corresponding features in the view). Duplicates are non-
existent in this experiment, while false positives are rare
and correlate fairly strongly with false negatives. For these
reason, completeness was considered as a possible measure
of the ‘goodness’ of a view.

Scenes constructed only from nearly complete views
showed encouragingly high completeness themselves. How-
ever, they also showed greater inaccuracy and lower success
rate than scenes which were constructed from an equal
number of views, some of which were less complete. It
seems likely that these inaccuracies are a result of a lack
in viewpoint variation; views of the 2D grid which are most
complete are likely to be taken a short distance from the
display at an angle nearly perpendicular to it. Therefore,
excluding less complete views results in less information
for triangulation.

Testing this idea more thoroughly, 3 out of 14 of the 2D
grid views were classified as oblique. Scenes were generated
from 6 views randomly selected from the 14 2D grid views,
and analysed based on the number of oblique views each
contained. It was found that accuracy tended to improve
linearly with the number of oblique views used (up to 3),
while completeness tended to decline linearly instead. These
results are shown in Figure 7.
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Figure 7. Effects of oblique views on accuracy and completeness

Overall, this suggests that a variety of viewpoints should
be selected when localizing a 2D display, in order to achieve
a good balance between completeness and accuracy. More
perpendicular or oblique shots may be used depending on
whether completeness or accuracy is more important for
the application, respectively. The results from Section III-B
suggest that 6-8 views will be sufficient in most cases to
produce a successful scene.

Extending these heuristics to the 3D wrapped cylinder,
it is of note that every view is in essence both face on
and oblique to some of the pixels. This may contribute to
the high success rate achieved by the cylinder relative to
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the 2D grid, although it is also suspected that 3D scenes
will naturally perform better due to greater variation being
available to aid camera reconstruction.

Furthermore, we also consider the effects of views con-
taining reflections on the generated scene. An experimental
analysis in which scenes were generated from views that
intentionally contained significant reflections exhibited a
consistent and notable drop in completeness without a signif-
icant effect on accuracy (detailed results are omitted here for
conciseness, but are available on request). This allows us to
conclude that Bundler performs well in detecting reflections
as outliers and removing them from the final scene (thus
reducing completeness but maintaining accuracy). This also
means that the view with a reflection does not contribute
towards the localisation of the reflected pixels, and therefore
sufficient alternative data on each of these pixels must be
available in the remaining views to maintain completeness
when the scene is generated.

In the previous section, the minimum number of views
required to effectively (in most cases) generate a given scene
was discussed, suggesting approximately 6-8 views would
typically be effective for a 2D scene and 12-14 for a 3D
wrapped surface. However, whilst these values provide good
guidelines to the suggested number of views, without some
understanding of the characteristics of views that would
produce a good scene, any number of views could generate
an unusable scene. Based on experiments described in this
subsection, the following (largely intuitive) heuristics can be
reached:

Hl  Include more than one view with good complete-
ness.

H2 A small number (up to 50%) of oblique views will
increase accuracy.

H3  Views should be as diverse as possible.

H4  Avoid reflections if possible, but if views contain-

ing reflections are added, ensure that each reflected
pixel is contained in additional views.

IV. CONCLUSION AND FUTURE WORK

This paper has discussed the requirements for emergent
displays (a new application domain requiring multi-view
reconstruction techniques) and documented a preliminary
experimental evaluation of the performance of Bundler (a
state of the art tool in 3D reconstruction) in supporting that
domain. More specifically, two experimental displays each
containing several hundred pixels were modelled using a
Bundler-based technique. The success rate, completeness,
and accuracy of over 2500 models were analysed with
respect to the number of viewpoints used to generate them,
and heuristics for choosing good viewpoints were developed
and presented.

Our results indicate that, on the whole, Bundler does
operate sufficiently well to support this domain. Typically
a minimum of fourteen views are required to accurately
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generate a 3D model of an emergent display, with 90%
completeness. However, although Bundler also exhibited
resilience to dealing with reflections, it achieves this through
aggressively treating reflections as outliers, resulting in 3D
models that prefer accuracy over completeness. Whilst this
is highly beneficial for the photo-tourism application domain
Bundler was originally designed for, emergent displays
(alongside other sensor and actuator nets) have different re-
quirements. Here, pinpoint accuracy of pixels is of relatively
little importance, whereas maximizing the number of usable
pixels in the display is of prime concern.

In terms of alternative applications of this technique,
relative to many commonly used methods of localization,
such as RF signal strength and angle of arrival, GPS,
or ultrasound, this multi-view computer vision technique
performs well. RF methods give accuracies of a few metres,
which is simply insufficient for many ubiquitous applica-
tions, including emergent displays. Differential GPS and
ultrasound methods can achieve accuracies comparable with
the computer vision technique described here, but the per-
node cost technologies is prohibitive. Therefore, this visible-
light localization technique would seem an ideal alternative
for many ubiquitous systems, due to the low per-node cost
(in terms of physical size, memory footprint, and processing,
as well as component cost), its high accuracy, and the
ubiquity of existing infrastructure in the form of web cams.

The current goal of the technique described was to lo-
calize LEDs in a static display. In the future, we intend
to look at whether a similar technique could be applied to
the localization of other devices using LED markers. This
would provide a low-cost mechanism for tracking objects
in, for instance, robotics or ambient workplace applications.
In order to reduce the infrastructure requirements of this
technique further, error correction and multiple-access tech-
niques may be investigated so that lower-resolution cameras
(in particular, webcams), may be used.

Other future works will focus on the refinement of the
multi-camera processing technique itself. In practical terms,
this will include a closed-loop algorithm to determine which
pixels are poorly located at run time, improving the like-
lihood of pixels subsequently being well located by the
multi-view algorithm. In addition to this, there will be large-
scale field trials to provide further insight into our heuristics.
However, given the primarily empirical nature of this work
thus far, we also intend to relate the heuristics back to
computer vision theory and investigate the causes of the peak
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and decline effect observed in the 3D cylinder experiment.
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Abstract—TIn this paper, we present a new transport protocol
TSMP, which seeks to support data transfer for the emerging
usage paradigm of ’single user, multiple devices” in a TCP
compatible manner. Through its novel naming and proxy-based
designs, TSMP is able to retain the current client and server
protocol operations of the legacy TCP protocol and TCP-based
applications while placing new functions at the proxy. Our
evaluation has confirmed its viability.

Keywords-Single-user, multi-device; TCP migration; naming;
proxy.

I. INTRODUCTION

In this work, we seek to design protocol solutions for an
emerging usage scenario of “single user, multiple devices.”
In recent years, it has become increasingly popular that a
user owns several devices with networking capabilities. A
survey of the percentage of American adults who own each
device [1] shows that several tens percentage of American
adults have more than one devices, in which 35% of adults
own a smartphone, 59% of adults own a desktop and more
than about one in two adults own a laptop. Therefore,
an example scenario may become common: a user has a
laptop in the office, a desktop at home, while carrying an
iPhone or iPad wherever (s)he goes. This emerging single-
user, multiple-device setting calls for new innovations in
networking protocol design to make it more efficient.

To this end, we describe a novel solution, called TCP
Service Migration Protocol (TSMP), that supports “single-
user, multi-device” TCP communications. TCP has been the
dominant transport protocol for most Internet applications,
and many popular applications such as web-based video
streaming, and Instant messaging (e.g., MSN) are based
on its operation. There are two main design challenges.
First, the protocol operations should support TCP-based data
transfer among multiple devices of the same user. TCP
sessions should be able to seamlessly migrate among the
devices owned by the same user. For example, a user does
instant messaging or video streaming on his laptop when
he is in his office. When he walks out for lunch, he can
proceed the ongoing messaging or video session via his
iPhone or iPad. Second, users are able to continue to run
legacy TCP and applications with minimal changes at both
sides of the client and the server while supporting the notion
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of single-user, multiple-device in data communications. This
will enable reuse of most existing Internet applications.
Existing protocols can achieve one of these two goals, but
not both.

In this paper, we describe a novel solution, called TCP
Service Migration Protocol (TSMP), that supports “single-
user, multi-device” TCP communications. The TCP con-
nection is associated with the user and can seamlessly
migrate among the devices belonging to the same user. A
key innovation in TSMP is the proxy bridging the client
and the server in the existing client-server communication
model. The proxy offers two critical services of naming and
TCP control/data plane functions. By carefully designing
the proxy, TSMP is able to reuse existing TCP and TCP-
based applications at both the client and the server without
modifications. Our initial evaluation has confirmed the ef-
fectiveness of TSMP design.

The rest of the paper is organized as follows. Section
II illustrates the usage scenario and identifies the design
requirements. Section III describes the related work, and
Section IV presents the architecture and TCP control/data-
plane solution. Sections V elaborates on the naming manage-
ment. Section VI evaluates TSMP and Section VII concludes
the paper.

ITI. SINGLE USER MULTIPLE DEVICES

In this section, we first present an example of our intended
scenarios and then identify the requirements for our design.
We also discuss the applications of our protocol.

A. An Example Scenario

As shown in Figure 1, Bob has three networked devices:
PC at home, Laptop in the office, and Smartphone, which
he uses while moving. He chats with his friend, Alice, over
an instant messaging (IM) application using his smartphone
while he is on his way home. In the mean time, Alice wants
to share video clips with Bob using HTTP streaming from
her web server at her PC. After arriving at home, he switches
both the IM session and the HTTP progressive downloading
of the remaining videos to his home PC because of its
comfortability and larger bandwidth. Then, Bob chats with
Alice and watch the latter part of the video on his PC.
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Moreover, the service migration among Bob’s devices is not
perceived by Alice.

Our goal is to design a solution that supports data service
migration for one’s multiple devices, so that each user can
use the most appropriate device for each different situation.

B. System Issues

In our system, we consider data service migration based
on the TCP protocol, and thus need to address the issues of
migrating a TCP connection among two devices in addition
to the single-user, multiple-device naming issues. First, how
to keep the intended connection open during migration and
prevent the end which is not involved from perceiving the
migration? Second, how to transfer TCP connection states
from one device to another and make the overhead to
cause as less impact as possible on the connection? There
may be some transient loss during migration, which may
result in shrinking the congestion threshold (Congestion-
Threshold) or interrupting the connection. The too small
value of CongestionThreshold would prevent the congestion
window (CongestionWindow) from growing quickly to the
appropriate size and a large amount of delay may thus occur.
Third, most current naming schemes do not support the
feature that one user owns multiple devices. Forth, the IP
address has the decoupling roles, particularly as the identifier
(ID) and as the locator. The ID of an end device, which is
for long-term usage, should not change frequently with the
locator which is transient due to mobility.

C. System Requirements

We have several requirements for our system to address
the above issues in the following three aspects.

1) Service Migration: To support service migration, the
system needs to consider both control-plane and data-plane.
The control plane is used to coordinate the operation of
service migration, which includes triggering the migration
process, discovering the device to which the service is
migrated and inform the new device to accept the migration.
During service migration, the data plane should be able
to cache the transient packets which have been sent by
the sender but have not been acknowledged, and make
these packets as few as possible to reduce the overhead.
After the migration is complete, it will send all the cached
packets to the new receiver and then resume the original
TCP connection. Its another important task is to avoid
retransmission timeout to keep the same value of Con-
gestionThreshold. Service migration may happen from one
device with low bandwidth to another with high bandwidth
or from the latter to the former. In the former case, we need
to make the CongestionThreshold value as large as possible
so that the sender’s CongestionWindow can grow quickly
with the slow start algorithm, to the appropriate size for the
larger bandwidth. If the CongestionThreshold value becomes
too small, the size of CongestionWindow would increase
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Figure 1. Service is migrated from Bob’s phone to his PC.

very slowly because it grows linearly with the additive
increase/multiplicative decrease (AIMD) after it exceeds
the threshold. However, the CongestionThreshold cannot in-
crease without data transmission so that the best way we can
do is to maintain the same value of CongestionThreshold. As
for the latter case, the CongestionWindow can shrink quickly
to the appropriate size due to the multiplicative decrease.

2) Naming: The namespace should support both the user
ID (UID) and the device ID (DID), and be able to map
each UID to multiple DIDs. To prevent ID from transiently
changing with the locator, the roles of IP address need to be
decoupled and a mapping layer should be provided to map
each DID to its current IP address which plays the role of
only the locator.

3) Backward Compatibility: In order to have good back-
ward compatibility and easy deployment, our solution should
be designed with the least modifications possible on the
existing systems and applications.

D. Applications

We aim to apply our TSMP protocol to the applications
which are based on the TCP protocol. They include two
popular types of applications: HTTP video streaming and
IM applications. Apple’s HTTP Live Streaming [2] is based
on the former and Flash Video [3] also supports this video
streaming feature. Moreover, many notable users of Flash
Video include Youtube, Google, Yahoo and so on. The latter
are the applications for real-time text-based communication,
such as Skype and Window Messenger. Our solution seeks
to bypass the modification of them for easy deployment.

III. RELATED WORK

In this section, we present the solutions which have been
proposed to deal with the migration of TCP connections
and the signaling protocols which are used for controlling
communication sessions. We also introduce other naming
schemes, which are based on the Identity/Locator split.

A. TCP Migration

In order to support the migration of TCP connections for
satisfying various mobility scenarios, a number of solutions
have been proposed. They can be classified into two cat-
egories: split connection [4]-[7] and non-split connection
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[8]-[11] approaches. Our proxy-based solution falls into the
former. All these schemes cannot achieve both of our two
goals: no requirements of modifying both applications and
the TCP protocol, and enabling a TCP connection migrating
between two devices.

The split connection approaches always divide a TCP
connection into two sub-connections by inserting a proxy
or module into the communication path between two ends.
MSOCKS [4] builds its transport layer mobility architecture
around a proxy, which enables mobile nodes to migrate data
streams between network interfaces or different networks.
The way in our solution that the proxy mediates between
two sub-connections is similar to this scheme, but both its
objective and method of migrating connections are different
from ours. A MSOCK socket library sitting between the
application layer and the kernel socket is introduced to allow
applications to operate on this architecture. Although the
applications do not need to be modified, they have to be
recompiled with the MSOCK library. I-TCP [6][7] aims to
deal with handoff for mobile devices by breaking a TCP
connection into two parts, one for the wireless link and
the other for the wired link. TCP snoop [5] uses the same
way to improve TCP performance in wireless networks.
The former employs a new transport protocol with mobility
and wireless awareness on the sub-connections in wireless
networks, whereas the latter performs local retransmissions
based on a few policies dealing with acknowledgements and
timeouts.

The schemes in the direction of the non-split connection
either modify the existing TCP implementations or intro-
duce a shim layer between the application and the TCP
protocol stack. TCP Migrate [8] maintains an established
TCP connection while a mobile host’s IP address changes
by introducing a new Migrate option into the TCP protocol.
An open TCP connection can accordingly be temporarily
suspended and be reactivated later from another IP ad-
dress using a special Migrate SYN packet. Migratory TCP
[9] supports the migration of a TCP connection, between
servers, for service continuity and availability in case of
failures. MSL [10] introduces a shim layer, Mobile Socket
Layer, which enhances the existing socket implementations
to support uninterrupted TCP associations on the devices
moving among different networks. It mediates between the
application layer and the TCP/IP protocol stack. During
mobility, the broken TCP connections are hidden from
applications and then reset when mobile hosts move to a
new location. SockMi [11] migrates TCP connections by
transferring socket states and in-flight data between different
devices. A SockMi module placed under the application
layer is introduced to coordinate the socket migration, and
devices communicate with each other through their SockMid
daemons. With these two schemes, applications need to be
modified based on their new APIs.
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B. Signaling Protocol

The Session Initiation Protocol (SIP) [12] is a widely-
adopted signaling protocol for controlling communication
sessions, and its applications include video streaming, instant
messaging, and file transfer. With its re-INVITE message,
users can modify an ongoing session by attaching a new
session description. The modification can involve changing
addresses or ports, adding or deleting a media stream, and so
on. For seamless migration, SIP only works for the sessions
which consist of stateless connections, such as UDP-based
RTP connections for some video streaming applications,
because TCP connections still need to be interrupted and
then reestablished after their addresses change if they are
migrated among different devices. However, it can be the
reference for our SMP signaling design.

C. Naming Support

The naming scheme of our TSMP protocol is based on
the Identity/Locator split architecture which a large amount
of researchers use to address mobility issues.

A number of protocols [13]-[18] are designed to support
mobility using Service ID (SID), UID or DID above the
transport layer. C2DM [13] and APNS [14] are currently the
two most popular solutions, which are developed by Google
and Apple respectively. C2DM identifies users using Google
user accounts of which each device should include at least
one, whereas APNS identifies devices with opaque device
tokens. Both of their purposes are to help the third-party
application servers forward small messages or notifications
to mobile devices. They cannot associate a user to multiple
devices with considering either only UID or only DID.
INS [17] and DONA [18] provide service-oriented mobility
so that each service is assigned a SID and the location
it resides can be resolved over their constructed overlay
networks. However, they are unable to bind multiple devices
to single user. Haggle [15] and SBone [16] present the
concept of identifying both users and devices, which can
satisfy the naming requirements of our single-user, multi-
device scenario. The former’s goal is to deal with mobility
issues, whereas the latter’s is to provide device sharing
among people. They are different from our goal which seeks
to enable the migration of ongoing service.

Some schemes [19]-[22] introduce DID to replace the
identifier role of IP address and make transport protocols
bind to it instead of IP address. An ongoing session of the
transport layer would not be interrupted as the IP address
of either end changes. Their drawback is that the transport
protocols need to be modified. Among these schemes, only
UIA’s naming scheme [21] can fit in with our intended
scenario. It presents a personal namespace, which includes
the identities of both users and devices, to organize the user’s
social network and manage devices.
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Figure 2. SMP architecture.

IV. TCP SERVICE MIGRATION PROTOCOL (TSMP)

In this section, we first present the SMP architecture.
Then, we describe our proxy-based solution for TCP migra-
tion and illustrate its complete procedure with an example.

A. Architecture

We employ a proxy-based solution to achieve TCP service
migration. As shown in Figure 2, the SMP architecture is
composed of three major components: SMP Proxy (SMPP),
SMP Server (SMPS) and SMP Application (SMPA). SMPP
is interposed between client and server to relay packets from
either end to the other and mediate the sub-connections of
each TCP connection. In order to bypass the modification
of the existing systems and applications, it collaborates
with SMPS and SMPA to support the service migration
process. SMPA provides an interface for users to make
use of the TSMP service and a channel for SMPP to
interact with the applications at devices. Each device has an
installed SMPA which maintains a namespace group for its
owner. The namespace group allows users to manage their
own devices and contact others conveniently. SMPS takes
care of the global namespace and provides the service of
DNS-like name resolution. For namespace consistency and
mobility support, there are some functions of namespace
management, which are provided for SMPS and SMPA.

B. Proxy-based Solution

SMPP consists of two planes, control plane and data
plane. The former coordinates the service migration process,
whereas the latter forwards packets between two ends and
emulates as a TCP sender to set up a new sub-connection
to the new receiver when TCP migration is requested.

1) Control Plane: The control plane coordinates the
operation of service migration using two control messages:
Migration From Request (MFR) and Migration To Request
(MTR). MFR is always sent by SMPA to request SMPP
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to migrate a TCP connection from the device, where it
resides, to another. It should include both the identity of
the intended device and the information of the migrated
connection so that SMPP can resolve the device’s IP address
by querying SMPS and identify the connection. The other
control message, MTR, is used by SMPP to ask SMPA for
invoking its local application to set up a connection to SMPP.
Then, SMPP will hook this new sub-connection up to the
old sub-connection of the other end, and thus recover the
migrated TCP connection.

2) Data Plane: SMPP bridges between the two ends for
each TCP connection by forwarding packets from either
side to the other, so each connection is divided into two
sub-connections which are glued by a mapping table in
SMPP. The mapping entry of a connection contains an
address pair of each end, IP address and port number. When
SMPP receives packets from one end’s sub-connection, it
replaces the source and destination information with the
SMPP address and the other end’s address respectively, and
then forwards them to the other sub-connection.

For our proxy-based solution, we need to enable the TCP
applications to connect to SMPP. Most TCP applications
allow users to configure the proxy connection settings, so
it can be done by providing the SMPP information to the
intended applications. For example, both Windows Live
Messenger and Skype Messenger support the SOCKSS5 [23]
and HTTPS [24] proxies, and most web applications can
operate with not only them but the HTTP proxies.

C. TCP Migration

When SMPP receives a MFR request, it will start the
migration process of the requested TCP connection. The
main concept is that it temporarily pauses the TCP flow
until the connection between the new device and SMPP is
established, and then resumes it, so the process consists of
two phases, transient pause phase and resumption phase. The
pause phase aims to freeze the sending process and cache
all the outstanding packets which have not be forwarded by
SMPP, as well as keep the value of CongestionThreshold
unchanged by preventing unnecessary congestion control
invocations at the sender. The purpose of the first two
actions is to prevent transient loss and keep the connection
open, whereas the last action seeks to decrease the overhead
of increasing CongestionWindow to the appropriate size
of the new sub-connection after the migration finishes. In
the resumption phase, SMPP emulates a TCP end to set
up a connection to the new device and flush the cached
packets to it, and then recovers the sending process. After
the connection is resumed, SMPP continues the forwarding
process and the old sub-connection is interrupted.

1) Transient Pause Phase: This phase is launched once
MEFR is received by SMPP, and it does not end until the
migration is complete. It is mainly composed of three tasks:
advertising the size of the receiver’s window to be zero,

93



UBICOMM 2011 : The Fifth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

stopping to forward data packets but caching all of them,
and being in response to the zero-window probing.

In the TCP flow control mechanism [25], the receiver can
advertise its window with the size zero to stop the sender
sending data. The sender does not resume the sending until
the advertised window is larger than zero. We employ this
feature to stop the sending process by modifying the window
size of the TCP headers to be zero in the ACK packets
which are forwarded after this phase begins. SMPP should
continue to forward the ACK packets which acknowledge
the data packets it has forwarded to the old receiver before
this phase. The sender thus pauses its sending process, and
does the zero-window probing by sending at least one octet
of new data periodically. Its purpose is to attempt recovery
and guarantee that the re-opening of the window can be
reliably reported. During the migration period, SMPP should
generate and send an ACK packet, which shows the next
expected sequence number and the window size zero, in
response to each probe segment. Therefore, the sending TCP
would allow the connection to stay open and temporarily
freeze the sending process without shrinking the value of
CongestionThreshold. We can use the maximum sequence
number of the cached packets plus one to be the expected
sequence number.

Another task for this phase is to cache the transient
packets which have not been forwarded. SMPP starts to
cache data packets and stop to forward them once this phase
begins. These cached data packets have been sent out by the
sender so that the retransmission timeout will be triggered
if they are not acknowledged. SMPP accordingly needs to
generate and send their ACK packets to the sender in ad-
vance for the new receiver. These ACKs should also contain
the same information of the expected sequence number and
the window size. SMPP needs to make sure that it caches
the data segments with all the sequence numbers between
the expected sequence number and the acknowledge number
of the last ACK packet that the old receiver sends. There
may be a case that the old receiver does not acknowledge
all its received packets before it tears down the connection.
However, these packets would not be cached by SMPP
because they have been forwarded. Intuitively, SMPP can
just send ACKs to trigger retransmission at the sender and
cache them, but the side effect is that CongestionThreshold
will be reduced. We can enable SMPP to cache a certain
amount of packets to compensate this situation no matter
whether it is in the migration state. If there are still some
missing packets, relying on the retransmission would not be
avoided. We can estimate the cache size with a half of RTT
between the sender and the receiver.

2) Resumption Phase: When the new device requests
for a new connection due to its SMPA’s invocation, the
resumption phase begins. SMPP emulates a TCP end to do
three-way handshaking with the device and starts to send its
cached packets to it. As a TCP sender, SMPP maintains
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Figure 3. TCP Service Migration Procedure: Bob switches Alice’s
transmission from his Phone to his PC.

some connection states: CongestionWindow, Congestion-
Threshold, and so on. It uses the slow start mechanism when
the sending process is initialized or the connection times out,
and employs the AIMD algorithm after CongestionWindow
reaches CongestionThreshold. SMPP does not forward their
ACK packets to the sender. After all the cached packets are
acknowledged, SMPP resumes the sender’s sending process
by forwarding the new receiver’s last ACK it receives. The
transmission is thus recovered due to the last ACK with a
non-zero receive window. SMPP will return to the normal
forwarding phase, and discard the emulated TCP states. An
issue we need to consider is that the initial sequence number
which is chosen at random may result in different sequence
number systems between the old sub-connection and the
new sub-connection. For this reason, SMPP should add the
mapping information of their sequence numbers into the
mapping entry of this connection, and modify each packet’s
sequence number before forwarding it.

D. TCP Service Migration Procedure

In this section, we present the procedure of TCP service
migration using an example scenario, as shown in Figure 3.
Bob requests a video from Alice’s HTTP streaming server
using his smart phone. After he arrives at home, he wants
to switch the video transfer from his phone to his home PC.
In this figure, the dotted lines represents the actions in the
control plane whereas those in the data plane are presented
by the solid lines. DID represents the device identity, which
we will discuss in the next section.

After receiving Bob’s migration request, the SMPA at his
phone issues a MFR message with the identity of Bob’s
PC and the information of the migrated connection. The
transient pause phase is triggered in SMPP by the MFR
and the control plane resolves from SMPS the location of
Bob’s PC with its DID at the same time. Then, the control
plane sends a MTR message to the SMPA at his PC, with
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the information of the Alice’s streaming server. The video
application at Bob’s PC will be invoked and requested to set
up a connection to SMPP. As soon as SMPP receives the
connection request, it launches the resumption phase and
then returns to the normal forwarding state after this phase
ends. The pause phase also ends with it.

V. NAMING AND NAMESPACE MANAGEMENT

We next introduce the design of namespace in the SMP
system and some fundamental management functions.

A. Naming Principles

The namespace is designed based on both the ID/Locator
split technology and the requirement of the single-user,
multi-device scenario. We organize it into three lay-
ers: Name, ID and Locator. They are joined with two-
dimensional (2D) mapping: Name to ID to Locator, User
ID (UID) to Device IDs (DIDs).

1) Name/ID/Locator: The SMP system maintains a
namespace group for each user, which is shown in the SM-
PAs at his/her devices. Users recognize friends and devices
using user name (UN) and device name (DN) respectively
in their namepspace groups. In each namespace group,
the names, which are changeable and human-readable, are
assigned by its owner. The UN of each friend should be
unique and the DN of each device needs to be unique in
its owner’s device set. We introduce two identities, UID
and DID, which identify user and device respectively. DID
substitutes for the identity role of IP address so that the IP
address serves as only the locator. Both of them are globally
unique and persistent. The email addresses used to register
the SMP system by users are considered as their UIDs. A
device’s DID in DNS-like dotted notation is generated by
combining its owner’s UID with the device name which is
specified by its owner. For example, Bob registers his UID
as bob@ucla.edu and the DID of his laptop, named laptop
at its registration, would be laptop.bob@ucla.edu.

2) 2D Name Resolution: Each locally unique UN or
DN is associated with a globally unique UID or DID
respectively, and each DID can be mapped to its care-of
IP address (CoA). The former mapping is maintained in
each namespace group, whereas the latter is managed in
the global namespace in SMPS. Devices can discover each
other with the peer’s DID through the SMPS’s DNS-like
name resolution service. Another dimension of mapping is
between a UID and (multi-)DID as a user may own more
than one device. It can be done by the identity itself because
each DID contains its owner’s UID.

B. Namespace Management

Each user has a namespace group in the SMPAs of his/her
devices, in which (s)he manages his/her own devices and
keeps the information of his/her friends and their devices.
SMPS manages the global namespace which includes the
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information of all the namespace groups, as well as devices’
CoA and status. A namespace group is constructed by
two functions: service registration, and users and devices
introduction. Moreover, the namespace state synchronization
is introduced to keep the global namespace to be consistent
with each namespace group. Based on the global namespace,
SMPS provides name resolution and mobility management.

1) Service Registration: Each user needs to register the
SMP system with his/her email through an installed SMPA
at any of his/her devices before using TSMP service. His/her
namespace group will then be created, which initially con-
tain only the information of the device used for registration.

2) Users and Devices Introduction: In the SMP system,
users or devices can introduce with each other using two
schemes: Local Rendezvous and Centralized Coordination.
The owner(s) of two devices can connect both of them to
a common local area network such as WiFi and apply the
local rendezvous tool in SMPA, which is similar to Apple’s
Bonjour [26], to find each other. One end initializes the
introduction process and the other needs to acknowledge the
request. If both of them belong to the same owner, one of the
devices should be newly introduced and will be added into
the owner’s personal namespace. However, if their owners
are different, that is, users introduction, each user will add
the other into his/her namespace group , and assign UN and
DNs to him/her and his/her devices, respectively. The new
state of each namespace group will be updated to SMPS. The
medium used for local rendezvous is not limited to WiFi,
since Bluetooth, E-mail, SMS message can also be applied.

Two users can also introduce with each other through the
SMPS coordination. One user needs to issue a request to
SMPS through the SMPA of any his device, and in turn
this request will be sent to all of the other’s devices. As
long as s(he) confirms it on any device, each user’s personal
namespace will be inserted into the other’s namespace group.
If a user wants to introduce his/her own new device into
his personal namespace, (s)he can issue a request to the
SMP system through the device’s installed SMPA, and
assign a DN to it. The namespace groups with this personal
namespace will then be updated.

3) Namespace State Synchronization: Each SMP device
needs to maintain its status, because only the on-line devices
can be requested to accept TCP service migration. When a
device is on-line, its SMPA sends a heartbeat message to
SMPS periodically to maintain the status and synchronize
its namespace group. SMPS then replies with a message
to inform the SMPA of the status of all the devices in its
namespace group. When SMPS identifies a lack of heartbeat
messages after a time period, the device’s status would
become off-line. To reduce the overhead of namespace
synchronization, only the latest modification timestamp of
the namespace group is included in the heartbeat message.
If it is different from the corresponding timestamp in SMPS,
the SMPA will start to synchronize its namespace group with

95



UBICOMM 2011 : The Fifth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

SMPS. The fact that many modifications may happen after
the latest synchronization may result in conflicts between
SMPS and SMPA. We make SMPS and SMPA to keep all
the logs of those modifications, so they can get the updated
information by reorganizing the updates and applying them
in time order. After resolving conflicts, they update the
current time to their latest modification timestamp.

4) Name Resolution and Mobility Management: SMPP
can resolve the CoA of each DID using the name resolution
service provided by SMPS. As for mobility management,
each SMPA continually monitors the change of its device’s
CoA. When it is detected, the new CoA will be immediately
updated to SMPS by the SMPA. It also informs SMPS of
the information of the ongoing connections in which this
device is involved if there is any. Then, SMPS can notify
SMPP of changing the IP addresses of these connections’
mapping entries.

VI. EVALUATION

The primary goal of TSMP is to allow a user to get
data transmission using the most appropriate device for each
different situation. We can examine TSMP’s performance
by evaluating how much overhead it would incur in various
settings. The overhead we want to measure is the delay of
the TCP migration process which begins at the time that
MEFT is issued by the receiver and ends at the time that the
receiver advertised window is reopen at the sender.

A. Experimental Setup

We evaluate TSMP using NS2 with some measured num-
bers of the processing delay of SMPS, SMPP and SMPA.
We generate TCP traffic with the FTP source and use the
module of TCP NewReno. In the topology, except for SMPP
and SMPS, there are one server, a pair of the clients which
are involved in TCP migration, and multiple pairs of senders
and receivers have TCP connections through SMPP. In each
experiment, the server sends a 0.8MB file to a client and it
always triggers the migration at the fifth second. We conduct
three different scenarios of TCP migration: from a WLAN
device to another WLAN device, from WLAN to 3G and
from 3G to WLAN. We configure the processing delay of
SMPS to be 200ms per request based on the statistics of
Twitter servers [27] which are 8 Sun X4100s with over
16GB of memcached, and serve over 350000 users, average
600 requests per second. The processing delay of each
packet in SMPP is set as 380ns, because it takes about
4000 CPU cycles to send a packet from the driver layer to
the application layer based on the settings: Quad-Core Intel
Xeon 5355 processor at 2.66GHz and Intel 10Gbps 82598
server NIC adapter [28].

The network latency between SMPP and the SMP device
is based on the measured latency between our devices and
Google server, because the SMP system may be deployed
as a nationwide service in the future. We use the Ping tool
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Figure 4.  The migration delay varies with different bandwidths and
involved networks.

to get the approximate round trip times for both 3G and
WLAN networks. The round trip time between our iPhone
and Google server is average 740ms through 3G network,
whereas that between our PC and Google server is average
38ms over WLAN. However, we assume that both SMPP
and SMPS are provided by the same provider so that the
network latency between them could be very small and
the bandwidth is very large. They are thus set as 1ms and
10Gbps, respectively. The bandwidth of SMPP is 1Gbps and
that between each device and SMPP is 1Mbps if they are not
specified. However, we do not consider the delay of invoking
an application by SMPA, because it may vary dramatically
with different applications and platforms.

B. The Migration Overhead

We examine the delay of TCP migration by varying
the bandwidth between SMPP and the SMP devices which
are involved in the migration. The number of concurrent
sessions at SMPP is set to 100. As shown in Figure 4,
the WLAN-3G scenario results in the higher delay than the
others do. It is because the 3G network has longer round
trip time, and some packets need to be exchanged upon
it to initialize the new TCP subconnection and resume the
sending process. Both the TCP three-way handshaking and
flushing the cached packets of SMPP to the new receiver
incur the major proportion of the overhead. It needs at most
about 5 seconds when the bandwidth is higher than 200
Kbps. However, the WLAN-WLAN has the lowest overhead
due to its low network latency. We can also understand that
the network latency dominates the overhead, compared with
the bandwidth. Table I shows the transmission time that is
needed for each scenario to send a 0.8MB file. Even if there
is some overhead of the migration, it is worth for the 3G-
WLAN scenario which saves more than 20 second in the
transmission. This is the major scenario of TCP migration,
which can benefit people. As for the convenience of mobility,
people need to sacrifice some performance with the WLAN-
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Figure 5. The migration delay varies with the traffic loads at SMPP.

3G scenario.

C. The Migration Overhead in the Scaling Scenarios

We conduct the scaling scenarios by varying the number
of concurrent TCP connections from 10 to 1000 at SMPP.
Figure 5 shows that the WLAN-3G scenario still gets the
longest delay, whereas the WLAN-WLAN has the shortest.
There is a minimum migration delay due to the network
latency. This delay increases with the traffic loads of SMPP.
Therefore, the processing power of SMPP also has an impact
on the migration performance. We can adjust it based on the
loads of SMPP to guarantee the migration delay to be below
a certain number of seconds.

VII. CONCLUSION

We are entering the post-PC era with the proliferation of
various portable devices owned by a user. How to adapt net-
work protocols to such “single-user, multi-device” scenarios
becomes a new challenge. The goal is to allow for users
to communicate with others anytime, anywhere, and from
any device and reuse existing applications and protocols as
much as we can. In this paper, we have described our initial
effort along this direction. The main feature of TSMP is
to place most new functions at the proxy middlebox, while
imposing no changes on both TCP sides of the client and
the server. With TSMP, users are able to either save the
transmission time of their files or have the convenience of
mobility without interrupting ongoing TCP sessions.
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Abstract—Mobile information services are increasingly
growing in popularity: end-users are getting used to “being
always on”, and they are changing their everyday
communication behavior. Organizations focus on new ways of
creating value-adding services for their customers, and
researchers explore aspects of success and implementation of
mobile services. In this connection, organizations have a keen
interest in information about prospective acceptance and use of
their offerings. However, research on the scope of mobile
service acceptance often lacks practical relevance, as
recommendations for enhancing prospective acceptance are
seldom provided. To contribute to this part, the present study
investigates user acceptance of mobile services, also showing
up a concrete possibility of increasing behavioral intention to
use such services by assisting their accessibility via Mobile
Tagging. For this, characteristics and functionality of Mobile
Tagging for access facilitation are presented first. After that,
an integrated acceptance model is compiled and empirically
tested. The results found, show that including Mobile Tagging
into an integrated cross-media communication strategy
significantly enhances the intention to use mobile services.
Additionally, the findings indicate that mobile information
service acceptance is strongly influenced by individual
personality factors, and offerings should therefore be
systematically addressed at selective target groups.

Keywords-Mobile Information Services; Mobile Tagging;
Technology Acceptance

l. INTRODUCTION

The evolvement of mobile technologies has a sustainably
effect on today’s business. Whereas the mobile market was
incipiently dominated by phone and network suppliers, the
extensive diffusion of mobile phones has also opened up the
market to business offerings of further mobile value-adding
services by now. Besides the aspect of mobile commerce,
which describes “any transaction with a monetary value —
either direct or indirect — that is conducted over a wireless
telecommunication network” [4], the growing popularity and
use of the mobile web also allows for new marketing and
communication opportunities. As mobile devices are highly
personalized and commonplace in our everyday life,
organizational communication via the mobile channel offers
an attractive way for customer relationship management
providing an utmost interaction intensity as well as time and
place independency [24]. These mobile inherent features of
personalization and time and place independency are seen as
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the mobile value added per se, offering differentiated value
compared to stationary web use.

Though, besides additional values gained through
mobiles like mobility, ubiquity and place- and time-
independency [3], mobile devices do also have resource-
based limitations. For example, computing power and
memory size are much lower than on stationary PCs or
laptops. Additionally, screens of mobile devices as well as
keypad or touch-input options are smaller and harder to
handle and performance is limited to battery power and
network connection. These restrictions do partly minder the
overall use and adoption of mobile services. So, whilst it is
assumed that more than 80 percent of all handsets meanwhile
include some form of Internet browser [16], actual usage of
mobile 3G-services in Europe just adds up to one third [13].

But, what actually influences consumer acceptance of
and intention to use mobile devices and services? And, what
can organizations particularly do to enhance user’s
acceptance and use of the mobile offers? Answering the first
guestion a considerable amount of research investigated
behavioral issues of end-user acceptance of mobile devices,
applications and services, becoming a major topic in
nowadays mobile research activities [30]. Here, exploratory
foci ranged from investigations of perceived usefulness, ease
of use, enjoyment in use [6, 27, 39], trust [23] or individual
influences [2, 26, 29]. However, success in offering mobile
services and implementing mobile communication activities
into the marketing mix depends on the amount of end-users
acceptance and use. Thus, besides the overall understanding
of acceptance determinants the second question of how to
increase consumer acceptance and usage will be of major
interest.

Keeping this question in mind, the application of Mobile
Tagging was suggested as a solution to overcome device
limitations as cumbersome keypad input by facilitating
mobile web access and thus, increasing user-sided mobile
communication interaction [10]. Though, quite a few studies
dealing with the application spectrum or cross medial
embedding of Mobile Tagging are available meanwhile (e.g.,
[10], [15]), there is no research on the specific potential of
Mobile Tagging for enhancing usage intention at the bottom
of mobile services by now.

Following that, the aim of this study is twofold: first, to
provide an understanding of the acceptance and usage
intention on the core of mobile services as information
retrieval on the web through mobile devices, as well as
secondly, providing some first scientific insights on the

98



UBICOMM 2011 : The Fifth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

potentials of Mobile Tagging as a tool for intervention. In
this connection both aspects will be investigated, the
acceptance of Mobile Tagging as a mobile application itself
as well as its potential for enhancing the acceptance of
mobile information services providing a convenience value
and boosting their ease of usage. On this, an introduction into
Mobile Tagging as well as its application and value
potentials will be presented in the next Section Il before
reviewing succinctly the relevant literature of mobile
technology acceptance. In the thereafter following Section
I1l, we will compile a context-adjusted acceptance model
giving special attention to mobile-specific usage
determinants. Sections V and IV will constitute the research
design and results of the empirical analysis, which will be
finally discussed in the last Section V1.

Il.  CONCEPTUAL BACKGROUND

For the current study, an understanding of both Mobile
Tagging and end-users acceptance behavior is necessary and
thus, will be provided in the following Sections.

A. Mobile Tagging

Mobile Tagging refers to the process of barcode
decoding with camera-equipped mobile devices. At this, one
scans a two-dimensional (2D) barcode —the so called Mobile
Tag- with a camera phone, to decode and process
information embedded in the Tag. These 2D barcodes do
have enhanced capabilities compared to traditional one-
dimensional (1D) barcodes known from common
consumption goods, providing a much higher data capacity.
Thus, they can store more as well as also alphanumeric
information with an improved robustness. Meanwhile, more
than thirty different 2D barcode types have been developed
since the late 1980s [21], and some of them are suitable for
being captured and processed by mobile devices or even
were developed specifically for this purpose. Examples of
such Mobile Tags are DataMatrix, Aztec Code, ShotCode,
BeeTagg and the well-known Quick Response (QR) Code,
which is also employed in this study. Although all of those
Mobile Tags differ slightly in standards in terms of their
technical characteristics and common application areas, they
are characterized by a similar functional principle and typical
processing flow as shown in Fig. 1: (1) activation of barcode
reader software on the mobile device, (2) capturing barcode
by embedded camera, (3) automatically detecting code area
and decoding data by reader software, (4) displaying
decoded information and providing further options for

utilization [32].
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Thereby, decoded information can not only be short texts
but also telephone numbers, preformatted short messages
(SMS), email addresses, electronic business card (.vcf) or a
web address, which is most popular in use. When decoding
an URL, the reader software directly gives the opportunity to
open the particular link using the Internet browser of the
mobile device making mobile web access more convenient.
That way, referencing to a URL via a Mobile Tag provides
an opportunity to link the user directly to a targeted topic via
a “deep link” —a specific page or point on a website, which
are often characterized by an enlarged number of characters
compared to website’s homepage and thus, making their
input over a key- or touchpad even worse.

Application possibilities of Mobile Tagging are manifold.
Typically, Mobile Tags are printed on ads, packaging or
other prints such as newspapers and magazines. Thus, they
can be used in a variety of applications in mobile commerce
such as advertizing, marketing, trading, product information
tracking and checking, security, customer or product
verification and payment [15].

A prerequisite for the use of Mobile Tagging is a barcode
reader software on the user’s mobile device. Although a
move toward preinstalled reader software can be observed on
some mobile devices, the usually required download and
installation of the reader software is a considerable barrier of
Mobile Tagging usage [12]. However, it is likely that the
willingness to install the software increases to the extent to
which attractive applications for Mobile Tagging are
available to the user. Thus, due to network externalities the
dissemination and adoption of a specific barcode standard
may depend on factors other than technical advantages as
e.g., time-to-market and reaching a user base sufficient to
ensure a self-sustaining growth [34]. However, QR codes are
a widely used pattern for Mobile Tagging and are
widespread in Asia, and particularly Japan where the QR
code standard was developed by Denso Wave in 1994 and
the first mobile with a reader software was already
introduced in 2002 [10]. Even if not routinely visible yet, QR
codes are also quite common in Europe and are spreading to
the US as well by now [12]. Mobile Tags are a simple and
inexpensive method to present as well as to retrieve
information, linking the physical to the virtual world. By
providing access to additional information via mobile
devices they constitute an attractive enhancement of
established  organizational consumer communication,
engaging users in interaction with marketers. For users,
Mobile Tagging can facilitate mobile web access,
substituting inconvenient typing on small mobile keypads by
simply scanning the Tag and getting connected to a website.
Thus, Mobile Tagging not only delivers value via embedded
information but also by means of a convenience value, which
has been shown to trigger consumer interaction [10].
However, no specific studies on the enhancement of user
acceptance of mobile services through Mobile Tagging are
available yet. Thus, the research question for this study is
whether and to what extend Mobile Tagging influenced users
intention to use information services via the mobile web.

For this purpose, we will develop and analyze a context-
adjusted acceptance model, after shortly introducing
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consumer acceptance of technology in principle in the next
Section B.

B. Acceptance of Mobile Technologies

The question of potential information systems (IS) usage
comes along with the well-established domain of IS
diffusion, adoption and acceptance research [35]. Hence, the
current study on mobile service acceptance adds up to this
research area. However, we will contribute to the already
existing scope of literature by investigating the hitherto
unexplored acceptance potentials of Mobile Tagging and
thus, not only investigating determinants of mobile service
acceptance but also deriving implications for interventions
and acceptance enhancement.

Assessing user acceptance in terms of behavioral (usage)
intention researchers can choose from quite a wide set of
theoretical approaches like the Theory of Reasoned Action
[14] or Planned Behavior [1], the Technology Acceptance
Model [8], the Unified Theory of Acceptance and Use [36],
or the Task Technology Fit Model [18] (for an overview see
e.g. [40]). However, opting for one theory should not be
arbitrary but, considering research area and objective. In this
connection an appropriate theoretical approach should meet
three main requirements: first of all, it has to be eligible for
the domain under consideration. Secondly, it should be well-
established in order to gain valid propositions. Finally,
especially regarding basic research in so far unexplored areas
like in the present study, applied theory should be
parsimoniously giving central insights rather than yielding a
voluminous set of detailed propositions [35]. Still, the
exposed requirements do apply to several theories. For the
study at hand, especially the Task Technology Fit (TTF)
Model [18] as well as the Technology Acceptance Model
(TAM) [8] seem to be appropriate for analysis. At first view,
TTF Model is based on the assumption that an IS is the more
likely to be used the more the system under consideration
matches the task a user must perform [18]. Thus, TTF theory
would be an appropriate approach for investigating usage
acceptance of Mobile Tagging as such in terms of decoding
information and finally accessing a website. However, the
current study wants to investigate the acceptance of mobile
service usage acceptance and to what extend Mobile Tagging
can enhance this acceptance. Implying this further goal by
facilitating mobile information service access and increasing
overall acceptance and use of such services TTF theory
hardly would be suitable. In this context of investigation,
TAM is likely to be a more appropriate approach, giving the
opportunity to evaluate IS usage intention on two basic
constructs, perceived usefulness and perceived ease of use
[8], and thus, providing an appropriate theoretical framework
for the current investigation of enhanced acceptance through
access facilitation.

TAM is a widely applied model for analyzing the
acceptance and use of innovative technologies, which has its
roots in social psychology. It postulates that the intention to
use a novel technology is determined by individual attitudes
about a system, which are gained through specific beliefs
about the systems performance (here: using the system). As
mentioned above, TAM is based on two main constructs:
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perceived usefulness (PU) and perceived ease of use
(PEOU). Whilst PEOU refers to the belief about the
necessary effort for using the system, PU describes the extent
to which an individual perceives that using the system will
enhance his or her job performance. Thereby, PU is expected
to be determined by perceived ease of system use, which
means —other influences being equal- the easier it is to use a
system, the more useful it would be. The reference to job
related performance and usefulness relates to the
development of TAM in an organizational context. In that,
TAM was compiled to explore employees’ acceptance of
new software implementation but meanwhile the model was
adapted to many different contexts. All in all, it can be stated
that TAM has shown to be a robust and parsimonious model
for analyzing technology acceptance, explaining about 40
percent of variance in system usage intention and behavior
[38], showing to be well-established as claimed above.

In opposition to its robustness, former studies partly
criticized TAM for not paying full attention to the wide
range of relevant influencing factors, missing out important
acceptance determinants. Thus, by fulfilling the demand of
being parsimonious on the one hand, it has been shown that
the two basic constructs in TAM do not fully mirror the
specification of technological as well as usage context
determinants that may influence user acceptance on the other
hand [8]. To cope with these shortcomings lots of researchers
identified key predictors of PU as well as of PEOU [37].
That way, a number of researchers applied TAM to different
scenarios, adding a range of further determinants, and
original TAM itself was refined to TAM2 [38] and, recently,
to TAM3 [37]. While TAM2 considers processes of social
influences as well as cognitive determinants TAM3 presents
an extensive model of influencing factors on PU and PEQU
on individual technology adoption, also introducing intrinsic
factors like computer playfulness and enjoyment as
determinants of PEOU. Further research extensions of TAM
also included factors like enjoyment [9, 19], individual
personality factors as innovativeness, compatibility and
affinity [2] or trust [17, 23]. For a comprehensive overview
on the most prevalent determinants Lee et al. provide a
summing up as well as a critical review on the application of
TAM [25].

Whilst the extensions of TAM offer a sound contribution,
the study at hand focuses on a basic understanding of the
enhancement of mobile information service acceptance
through Mobile Tagging. Thus, we will focus on a more
technology- respectively application-orientated acceptance
approach not taking into account social norms or influences
as proposed in TAM2 and TAM3. Anyhow, analyzing
innovative technology —such as mobile information services—
requires a model adapted to the respective technology system
as well as its handling [31]. On this we will draw on existing
literature applying TAM to mobile technology acceptance.
Here, former studies worked out relevant mobile specific
factors like technology readiness [29] as well as mobile
desire as the craving for “being always on” [23, 28] for
influencing behavioral intention to use the respective
services. However, beside TAM’s sound contribution for the
prediction of usage intention and actual behavior based on
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PU and PEOU, the question of “what actually makes a
system useful” [5] mostly remains unanswered. Thus, next to
the essential results on technology acceptance and insights
into the influences of (mobile) technology acceptance gained
through TAM-based research studies, a frequently mentioned
critique on TAM claims its lack in providing practical
guidance [25]. In this connection, TAM is said to treat
technology as a “black box”, missing out on focusing system
design characteristics, which just determines the system’s
usefulness.

The aim of this paper lies in analyzing user-sided
acceptance of available mobile information services and less
in guiding design and development of technological
construction and realization. Therefore, this study will not
focus on specific system design characteristics. Nonetheless,
we will refer to practical guidance by showing how the
acceptance of an innovative technology itself as well as its
PEOU can be enhanced by implementing selective practical
support. Therefore, we will propose a mobile-adapted TAM,
as mobile-specific antecedents were highlighted above.
Further we will incorporate the acceptance of the Mobile
Tagging application to the acceptance model of mobile
information services. After proposing the combined model
and causalities in the following Section III, we will
afterwards test its significance empirically.

Ill.  RESEARCH MODEL AND HYPOTHESES

Prior studies on mobile service acceptance applying
TAM reinforced the relevance or PU and PEOU for
predicting consumer acceptance and intention to use mobile
services. For example, Wang et al. [39] found both
constructs to be significant influences on the intention to use
mobile services. Likewise, Lu et al. [26] found strong
support for PU and PEOU in predicting usage intention of
wireless internet services.

Whereas PU originally applied to the user’s job
performance [8], PU in mobile settings rather refers to the
system’s contributions to (private) personal targets. Based on
this, the target of both Mobile Tagging (MT) and mobile
information services (m-Info) does relate to the personal
demand of information retrieval, although on a different
level. Therefore, PU is assumed to be a relevant influencing
factor on individual behavioral usage intention (BI) in both
aspects. But, due to the fact that Mobile Tags are usually
found on advertising posters or flyers as well as on products
suggesting the availability of further concrete information it
can be assumed that the goal orientation is more precise
when using Mobile Tagging compared to the general
information search on the mobile web. Therefore, we expect
the relationship of PU on usage intention being stronger in
the context of Mobile Tagging.
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The results on the significance of PEOU as an
influencing factor on the other hand are not consistent in
prior studies [6], and, for instance, the study by Lu et al. [27]
on the intention to use short message services for personal
communication among young Chinese consumers just
revealed a significant relationship for PU but not for PEOU.
According to Venkatesh et al. [36], the significance of the
direct influence of PEOU on usage intentions just seems to
be prevalent in early stages of use and diminishes over long
term as users become experienced [38]. At this, one could
argue that due to the novelty of mobile services and the
relative complexity of PEOU of mobile services, like the
need of special system settings for web access or
cumbersome navigation aspects, PEOU should appear as a
weighty factor. Contrary, it can be assumed that due to the
everyday use and thus, the high familiarity with mobile
devices, PEOU of mobile handhelds as such will be on a
very high initial level [31]. Therefore, concerns about high
efforts should not be prevalent because users generally
expect to be proficient in handling so that no direct influence
of PEOU on intention but an indirect effect via PU for the
application of Mobile Tagging (PEOU_MT) as well as for
mobile information services (PEOU m-Info) is hypothesized.
Nonetheless, users meanwhile are accustomed to the limited
navigation and input opportunities of mobile devices the
above referenced convenience still remains a valuable
benefit, which is said to enhance the usage acceptance of
mobile services [3]. Hence, we additionally hypothesize that
the intention to use Mobile Tagging in turn positively effects
PEOU of mobile information services as it facilitates the
input on mobile devices. Further, we suggest PEOU effects
individually perceived enjoyment of using a system as we
assume that perceptions on handling a system also influence
the anticipated enjoyment. It also can be assumed that if
users do not get along with a mobile device, service or
application, they tend not to be amused [31].

As mentioned above, the importance of enjoyment has
been found to be a critical influencing factor in mobile usage
scenarios. Davis et al. [9] noted that, in the context of
computer interaction in the workplace intrinsic motivations
are important determinants of usage intention going beyond
the relevance of usefulness. Some studies award enjoyment
to influence usage intention just in case of purely hedonic
system usage as the end in itself [19], like mobile gaming.
Whereas this may partly hold true for the current observation
of Mobile Tagging as an enjoyable hedonic interaction
technique the underlying intention to gain information
exceeds the purely hedonic usage for both scenarios. Hence,
we postulate a direct effect of perceived enjoyment on the
intention to use both, Mobile Tagging (Enjoy_MT) as well
as on mobile information services (Enjoy m-Info).
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Figure 2. Proposed acceptance research model

As the last influencing determinant we introduce an
individual personality construct, mobile desire, which will be
imposed integratively for both cases and assumed to
influence comparably PU as well as respective usage
intention. Mobile desire thereby refers to the personal need
for “being always on” in terms of being always connected
and available for being reached out by family and friends
[11]. This strongly refers to the above described time and
location independent information access, also including a
connection value and overall representing the core feature of
mobile services: mobility [28]. To complete the assumptions
on Mobile Tagging and mobile information services we
finally postulate that the intention to use Mobile Tagging has
an integral influence on the intention to use mobile
information services. The proposed acceptance model is
indicated in Fig. 2 and will be empirically tested in the next
Section 4.

IV. RESEARCH DESIGN AND METHOD

To test the compiled model a paper-based survey was
conducted among German students who were asked to
participate voluntarily. Overall, 155 responses were
obtained, which were all duly completed and thus, all
accounted for the evaluation. The subjects were at the age
between 19 and 29 with an average age of 22.50 years
(standard deviation 2.28). Hereof, 61 percent were male and
39 percent were female.

Since Mobile Tagging is not very common in Germany,
all participants gained a short explanatory description of the
application indicated by a functional illustration as the one
depicted above. The final survey to be answered covered the
nine constructs, each measured by multiple items, which
were adapted from existing literature [9, 8, 28] but, were
modified in wording to adapt the measures to the specific
context. All items were measured on a 5-point Likert scale
with 1 for total agreement and 5 meaning total disagreement.

V. DATA ANALYSIS AND RESULTS

To analyze the overall acceptance model we used
SmartPLS [33], a Partial Least Squares approach for testing
structural equation modeling. As all constructs were
measured by reflective indicators, the reliability of the items
can be assessed on basis of their loadings [7]. At this,
loadings should be above 0.6, what means that the variance
shared with the construct is higher than error variance.

Copyright (c) IARIA, 2011. ISBN: 978-1-61208-171-7

According to this threshold one item of PEOU of mobile
information system was removed due to its loading of just
0.528. All remaining items showed a loading in the range
between 0.776 and 0.962, also being highly significant with
t-values all above 10.34 and thus, being higher than the
respective critical benchmark of 1.96 [20]. Thereby, t-values
were obtained via PLS-Bootstrapping technique with
individual sign changes and 1200 resamples.

Reliability of constructs was assessed by Cronbach’s o
and composite reliability (CR) as measures for convergent
validity as well as by average extracted variance (AVE) for
discriminant validity. At this, values for Cronbach’s o were
all above 0.868 and above 0.723 for CR and thus exceeding
the claimed benchmark of 0.7 [20]. The values of AVE
fulfilled the required objective of 0.5 with values all above
0.688 as well, indicating that the latent variable explains
more than 68 percent of the variance of its indicators on
average. Altogether, the measurement models appear to be
adequately reliable (o), internally consistent (CR) and
discriminant valid (AVE) as summarized in Tab 1.

Table 1. Reliability values
Construct Cronbach’sa CR AVE
Bl MT 0.868 0.773 0.688
Bl m-InfoServ 0.929 0.848 0.868
Enjoyment MT 0.937 0.910 0.788
Enjoyment m-InfoServ 0.968 0.950 0.909
PEOU MT 0.879 0.793 0.709
PEOU m-InfoServ 0.878 0.723 0.783
PU MT 0.873 0.781 0.697
PU m-InfoServ 0.918 0.867 0.790
Mobile Desire 0.903 0.840 0.757

The structural model, in turn, was evaluated by estimates
of path coefficients, coefficient of determinants (R?), and
prediction relevance (Q2) as proposed by Henseler et al. [20].
The partial model of Mobile Tagging shows a substantial
explanatory power for the behavioral intention to use with an
R2 of 0.671, and the coefficient of determination for the
behavioral intention to use mobile information services
shows a good moderate effect with an estimate of 0.540 as
well. Construct crossvalidated redundancy (Q?) were derived
from blindfolding technique, and were positive for all cases
as required for being considered a predictive relevant [20].
All path coefficients showed to exceed the benchmark of 0.2
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Figure 3. Empirical study results

[7] except the relation of PU of mobile information services
on respective behavioral intention. At this, significance of
testing the path coefficients assessed via t-values obtained by
PLS-Bootsrapping with individual sign changes and 1200
resampels expectedly reveals the dependency of PU of
mobile information services on its intention to use being
non-significant. However, all remaining paths showed high
significance with t-values all above 2.512, and PU was
significant for the Mobile Tagging scenario with a path
coefficient of 0.212. Overall, results show that individual
mobile desire has the strongest magnitude on the PU
construct of Mobile Tagging and mobile information
services with 0.408 and 0.407 as well as on respective
intention to use with 0.371 and 0.342. In total, effects in the
partial models differ in strength. Whereas PEOU influences
perceived enjoyment with 0.328 and PU with just 0.223
regarding Mobile Tagging, the PEOU for mobile information
services influence its PU with 0.402 and even 0.520 on
expected enjoyment. As hypothesized PU was of higher
relevance for Mobile Tagging, and the intention to use
Mobile Tagging positively affects PEOU of mobile
information services (0.359) as well as its totaling intention
to use (0.335). The overall coefficients are depicted in Fig. 3.

VI. DISCUSSION

The study was conducted to get a deeper understanding
of the acceptance and usage intention of mobile services with
a specific regard to the application of Mobile Tagging,
showing up an opportunity to enhance the intention to use
mobile information services. Conducting the acceptance
model, mobile specific influences like enjoyment and mobile
desire were worked out to be important antecedents. The
results show that individual predispositions like mobile
desire play a decisive role in the acceptance process having a
substantial and significant influence on both, PU and overall
intention to use Mobile Tagging as well as mobile
information services. Thus, findings indicate that drivers for
mobile services are strongly influenced by personality
factors as e.g. suggested by Aldas-Manzano et al. [2].
Organizational activities in mobile commerce as well as
mobile communication therefore should be well considered
and precisely targeted to an accessible target group. For
example, mobile activities have high potentials for tech-
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savvy consumer interaction as it is prevalently used by e.g.,
airline companies and the automobile industry [22].

Further, analysis revealed that PU indeed effected the
intention to use Mobile Tagging but, did not play a role in
the scenario of mobile information services. This effect can
possibly be attributed to the low availability of mobile
information services in the respondents’ environment by now
and thus, their comparatively vague imagination about
mobile information systems as bringing concrete value-
adding services into mind. The influence of perceived
enjoyment was higher for Mobile Tagging than for mobile
information services. It can be assumed that the direct
apparent interaction of scanning a Mobile Tag from a poster
or product implies also intrinsic motivation for just having
fun [9], in trying out a new and innovative mobile feature.

On the contrary, the influence of PEOU on both, PU and
enjoyment was higher at the use of mobile information
services but was positively influenced by the intention to use
Mobile Tagging as suspected. This can be traced back to the
fact that the application of Mobile Tagging compensates the
necessity of keying in essential information like a website
address via the small input options of mobile devices as this
is many times seen as uncomfortable [11]. According to that,
our results support our hypothesis drawn up at the beginning:
Mobile Tagging enhances PEOU of mobile services.

Observing the overall behavioral intention to use mobile
information services one can state that our main hypothesis
can be supported -the intention to use Mobile Tagging
positively influenced the intention to use mobile information
services. This may also indicate the major outcome for
constructive managerial intervention inasmuch supplying
additional support can actively enhance user acceptance and
use of mobile information services. Thereby, the
implementation of Mobile Tags to print and cross-media
campaigns can not only provide additional value in form of
offering extra information via the mobile web but also by
facilitating mobile web access, constituting an additional
convenience-value. To concretize best implementation
opportunities of Mobile Tagging for increasing consumers’
value in terms of realization, design and implementation
further empirical research would be necessary. In so doing,
system and information related aspects should be considered
and, to what extent each of them influences different aspects
of overall acceptance like usefulness, ease of use or
enjoyment. Additionally, further research should investigate
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whether and how the influence of Mobile Tagging may
change according to the application context as well as over
time since we just took a onetime snhapshot on mobile
information services.

Finally, some limitations have to be noted as data

collection just took place among students and thus, results
may lack external validity. Further research may tie up on
this, also taking into account sociodemographic influences.
Nonetheless, this study made some fundamental contribution
to the application and integration of Mobile Tagging,
providing a basis for further suspenseful investigations.
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Abstract— In this paper, a novel method to extent the
functionality of the control system using ubiquitous object
identification (ulD) technologies and Semantic Web is
presented. The method enables dynamic adding of new
objects and relationships to the system. As a proof of
concept, a reference implementation of the system that
utilizes a mobile phone, object identification system, sensors
and Smart Environment for highly dynamic control system
setup, is introduced. As a result, the introduced method
expands the functionality of the control system and makes it
more dynamic and easier to setup. Generally speaking, the
method combines the present object identification
technologies and Semantic Web for advanced Internet of
Things (10T) utilization.

Keywords- Smart environment, M3, Semantic Web, ulD,
Ontology

l. INTRODUCTION

The current vision of l0T is to create an infrastructure
for uniquely addressed interconnected objects whose
information and capabilities can be accessed even from the
other side of the world. In addition to the unique
addressing, the objects in 10T should also be able to
interact and behave in smart way to provide more value for
the system than just a sum of them. [1][2]

In order to realize this vision various kinds of
technologies from low-power computing platforms to
innovative methods for end-user interaction needs to be
developed. In this paper we present how two fundamental
challenges related to enabling loT can be solved by
combining ulD [3] and Semantic Web [4] technologies in
a novel way. The first challenge is related to identifying
real world objects and for finding information related to
these objects. Second challenge is to enable autonomous
smart objects to interact with each other meaningfully. The
challenges are tried to address in this study by combining
ubiquitous identification technology with method of
sharing the semantics of the information without priori
standardization of use case specific data models.

The scope of the practical work in this study was in
enabling more valuable and versatile systems through the
use of technology and information mash-up Another target
was also to demonstrate usage possibilities of ulD and
Semantic Web technologies for the 10T.

The developed method enables novel way to create and
modify a setup or a behavior of an application on the fly
with new technology enabling new applications and their
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utilization possibilities. The significance of the system is
on its openness, flexibility and simplicity.

The paper first discusses background of the topic and
then presents used methods and technologies. Following
approach and implementation sections describe the
validation of the method and finally conclusion
recapitulates the study.

Il.  BACKGROUND

A. Interoperability in loT

The interoperability in 10T can be roughly divided into
three levels: communication, service and information.
From the traditional OSI model perspective the
communication level covers the layers from L1 to L4
whereas the service and information levels can be though
as L7 layer technologies (some functionality of semantic
and service levels can also be modeled with L5 and L6
layers).

The communication level interoperability deals with
challenges related to transmitting data from one device to
another. In the past, the interoperability research has
mainly focused on this level and because of this there is lot
of mature technologies from physical to transport level
available. These technologies include cellular radios, Wi-
Fi, Bluetooth, ZigBee, 6LOWPAN [5] and TCP/IP
protocol stack, just to name a few. Especially the
6LoWPAN protocol stack is a very promising technology
because it creates the backbone for 10T by providing the
IPv6 based Internet for resource restricted devices

In the service level the interoperability is related to
discovering and interacting with various services that
compose the loT ecosystem. For service discovery there
are many technologies available such as the Bluetooth’s
service discovery protocol (SDP), Zeroconf [6] and
Service Locator Protocol (SLP) [7], for example. In
addition many interoperability frameworks such as
Universal Plug and Play (UPnP) and Device Profile for
Web Services [8], for example, define their own methods
for service discovery. SOAP [9] and REST [10] are the
most common ways to provide interoperability for client-
service interaction. The aforementioned UPnP and DPWS
are examples of SOAP based technologies. Plain HTTP is,
of course, the most common protocol for RESTful services
and WWW the best example of a REST based system.
From the loT perspective an interesting RESTful protocol
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is the Constrained Application Protocol (CoAP) [11].
COoAP is a specialized web transfer protocol for machine-
to-machine applications in constrained devices and
networks. Basically the goal of CoAP is to provide the
same for 10T that HT TP provides for the WWW.

The objective of information level interoperability is to
define a data format for the information so that different
devices and applications can share the meaning of the
information and are able to interact with each other
meaningfully. Traditionally data format has been defined
for each use case separately, instead of using semantic
interfaces.

From the loT perspective the use case specific
standardization model is not a feasible solution because of
two reasons. First, the standardization process is usually
very time consuming and it would take very long time to
standardize all possible use cases for the IoT. Second,
because there is no common model for presenting the
semantics of the information it would be difficult to
develop smart applications that utilize information
produced by various devices in a cross-domain manner.

Semantic Web is a concept for next generation WWW
where the semantic interoperability issues are solved by
utilizing ontology based model for presenting the meaning
of information [4]. In ontology based model the semantics
of information is modeled as classes and relations between
those classes. The W3C’s Semantic Web Activity has
developed many technologies such as Resource
Description Framework (RDF), RDF Schema (RDFS)
[12], Web Ontology Language (OWL) [13] and SPARQL
[14] to realize the ontology based interoperability in the
WWW. In Smart Environment domain these Semantic
Web ideas and technologies have been utilized in [15, 16]
where a semantic interoperability solution called M3 has
been developed [17].

B. M3 concept

M3 is a concept for utilizing the Semantic Web ideas
and technologies to provide semantic level interoperability
between devices in physical environments. By utilizing the
ontology based information model the M3-based software
agents can more autonomously interpret the meaning of
information and therefore obtain greater degree of
smartness and flexibility than could be achieved with
traditional use case specific data models. M3 utilizes RDF,
RDFS and OWL for presenting the semantics of
information in a computer-interpretable manner. In the
core of M3 is a functional architecture that specifies how
the semantic information can be accessed in a physical
space. The M3 functional architecture consists of
Knowledge Processors (KP) and Semantic Information
Brokers (SIB). SIBs are basically shared RDF-dabases of
semantic information that provide publish/subscribe based
interface for KPs. The role of KPs is to provide
applications for end-users by interacting with each other
via the SIB. Smart Space Access Protocol (SSAP) defines
the rules for KP-SIB interaction. M3 utilizes existing
solutions for the communication and service level meaning
that it is possible to implement the SSAP protocol with
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different service and communication level technologies.
Figure 1 shows the functional architecture of the M3
concept.

Semantic Information Broker:
Local information storage with

RDF-store and information
governance functionality

Knowledge Processor: —
Application logic and interface
supporting the use of common
ontology and access to

semantic information broker

SSAP

ShP

Access protocol (SSAP),
with basic operations, e.g.
join, leave, insert, remove,
subscribe, etc.

\

Figure 1. M3 functional architecture.

C. Object identification

In 10T concept, an object addressing and identification
have been one of the most important matters. Since the loT
is considered to be world-wide, it is important that every
entity can have its own unique identifier and the address
space is large enough.

In object identification, there are two fundamental
parts: an object identity reading method and a system
providing a unique identity. At the moment there are
couples of systems providing an identity to the object: ulD
and EPCglobal being probably the best known
technologies.

EPCglobal defines electronic product code framework
for example for a supply chain use. The developer
research group of the EPCglobal is targeting to get
EPCglobal to be the backbone of the global loT
infrastructure.

ulD is a technology agnostic object identification
system that provides 128 bit expandable address space for
any kind of object identification. Due to its nature, it could
be used through different kinds of tagging methods. ulD
system was developed by YPR laboratory in Tokio
University. uCode is an identifier instance of the ulD
system. ulD address sharing architecture is three tiered
maintained by ulD center in Japan. ulD address subspaces
have been allocated from ulD center to top level server tier
maintained by nonprofit organizations and further from top
level servers to second level servers maintained by e.g.,
companies. Typical use case of ulD is shown in Figure 2,
where uCode is read by a mobile device and sent to the
resolution server. A received IP address is then resolved in
the information server for product or other relevant data.
Resolved IP data can contain e.g., product data or tourist
attraction information. In addition to recent ulD
architecture, a semantic resolution technology called
uCode relation model for uCode is been developed to
diversify the ulD usage. [3]
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Figure 2. A typical ulD utilization scheme.

For the object identity reading method almost any
coding method can be used. The most common ways
to read object identity are radio technologies RFID or
NFC, optical tag s like QR-code or ordinary bar code
or even sound coded tag.

I1l.  APPROACH FOR IOT SOLUTION BASED ON
SEMANTIC WEB AND UID TECHNOLOGIES

We ground our approach on the M3 -concept based
Smart Environment. The functionality of the Smart Space
is then extended by sharing uCodes and information
associated to them. In addition to the unique addressing
provided by uCode, simple, resource constrained objects in
the Smart Space can be linked to modifiable data through
the uCode resolving. With the aforementioned features, the
system is reaching the loT vision of the objects with
unique addressing identifiers and smart interactions
between the objects.

In the other words, the objective of this first phase
integration is to improve the quality of service in local
M3-based Smart Environment by utilizing information of
uCode tagged objects. In this first phase we only address
the following scenario:

1. uCode client reads the uCode

2. uCode client resolves the address of the
information service that hosts information
about the tagged object.

3. KP serializes the information to machine-
interpretable format and publishes the
information to a local SIB.

4. Other KPs utilize the information about the
tagged object to improve the quality of
services they provide for the end-user.
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Figure 3 illustrates the system model for the loT
solution based on M3 and ulD technologies.

In this paper the entity capable of utilizing the M3 and
ulD technologies is called a Smart Object. Smart Object
contains the uCode client and KP entities. Typically the
Smart Object is a software application for example in a
mobile device.

Our approach to improve the M3-based smart
environments with ulD technologies is very user centric.
The user can select the tagged objects that she wants to
include to her personal smart environment by “touching”
them with her Smart Device. When the uCode client
retrieves the uCode from the tag it first contacts the uCode
resolution server to obtain the address of the information
service that hosts information about the tagged object.
There are some suggestions how the reader application
would know that it is an uCode in question. ulD
specification could be added directly to the NFC standards
or the code could have a trailing string element “ucode:”
An address of the used uCode server could be the highest
in hierarchy i.e., ulD center server or the server address
could be hardcoded to the client application as in our case.
After the uCode resolution is complete the client is able to
fetch information about the object from the corresponding
information service.

The information service can be basically any kind of
server that contains some information about the tagged
object. In the simplest case the information service is a
web server that presents the information about the tag in a
web page. More complex information services contain
information about multiple uCodes. For these information
services the uCode is passed as query parameter to indicate
what information is requested. It is also possible to use
RDF databases or even SIBs as a ulD information service.
In these cases the uCode Resolution server has many
options for the response URIs. First option is that the URI
can be only the SIB address and the Smart Object needs to
specify the SPARQL query that requests the necessary
information about the object. Second option is that the
URI contains also the SPARQL query that request for
example the rdfs:Class of the object. Table 1 illustrates
these three types of information services, example URIs
returned by the uCode resolution server and responses
returned by the information services. In the URIs
presented in the table the host part means the address of
the information service. With HTTP this is either the
hostname or IP address port pair.
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Figure 3. System model of open IoT with M3 and ulD technologies.

TABLE 1. URIS AND RESPONSES FOR EXAMPLE INFORMATION SERVICES

Service | URI returned by the uCode Resolution R
esponse
type Server
\S/\:ra\k:er http://host/objectInfo Web page
Object
gf’a';gg http://host/object? UCODE= 1A p;f;‘ip;f;'ggt;”
format
Depends on the
. query specified
ssap:// host by the Smart
SIB Object
ssap:// host /spargl?query= The URI of the
SELECT ?class WHERE{1A rdf:type RDFS/OWL
?class } class the object
belongs to

In SSAP the host can also be the address of some
lower level communication technology such as MAC
address channel pair of Bluetooth or 802.15.4 radio. To
obtain more compact presentation in the table the non-
significant zeros are removed from the ucode
000000000000001A.

After the Smart Object has obtained information about
the tagged object it publishes the information into the SIB
to make the information accessible to devices in a local
Smart Environment. Typically the data in the information
service is not in RDF format and therefore the Smart
Object needs first to serialize the information to common
machine-interpretable data format e.g., RDF. This, of
course, requires that the Smart Object is familiar with the
application specific data model used by the information
service. When the Smart Object publishes information
about the object it uses scheme “ucode:” to inform other
KPs that the resource identified by the URI is an uCode.
After information about the tagged object has been
published to the local smart environment the devices and
applications are able utilize the information about the
tagged object to improve the quality of their services. An
example of this is presented in the section

IV. IMPLEMENTATION OF IOT BASED HOME GARDENING
SYSTEM

In order to demonstrate the approach, an example
application was implemented. The implementation for a
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plant moisture control system with help of a Semantic
Web technologies and the ulD was implemented. The
implemented system features intelligent simple building
blocks, information access from Internet for very simple
objects and dynamic data relationship definition.

The plant moisture control system supervises plant
moisture levels using wireless moisture sensors and
announces low levels to the operator Smart Device. Using
the M3- Smart Environment and ulD object identity
technology, mixed plant species preferring different
moisture levels are paired with wireless moisture sensor
modules in very flexible and useful way.

A. Smart Gardening System

The implementation contains
components that can be seen in Figure 4.

following  main

1. A Google Nexus S Android smart phone acts
as an operator user terminal. A terminal
program with KP is run on the smart phone.
The KP takes care of SIB insertions of flower
pots, modifications on pot-sensor pairings and
queries for unaccepted moisture values. Used
interfaces are NFC reader, camera for optical
tags and WLAN for SIB connections and
uCode resolution and information server
connections.

2. An operator presence NFC tag attached to a
demo room is used by operator to join to be a
one object in the Smart Space by touching the
tag with the Smart Device.

3. There are three potted plants with an uCode
printed on the pot using a QR coding. uCode
is resolved by the user terminal and received
application data with a flower minimum
accepted moisture value among others is
inserted to the SIB

4. For the moisture measurements there are three
wireless Active Tag sensors that are based on
Econotag hardware platform with a moisture
sensor and an NFC tag. The Active Tag has a
sensor ID on NFC tag and it runs a sensor
program and a KP for data interchange. The
KP communicates with SIB over IEEE
802.15.4 radio interface using it to insert their
presence and update their moisture values to
SIB
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(un)pairing

To Phone: sensor data

Operator presence
Tag on room

Figure 4. The implementation of ulD and semantic web based loT
solution.

5. A Via Artigo A1100 Linux Ubuntu PC with
SIB running on it is a core of the demo
implementation. It has a 3G mobile internet
connection shared over WLAN. The user
terminal uses the WLAN and its 3G network
bridge to communicate with SIB and ulD and
information servers in Internet. Moisture
sensor KPs communicate with RIBS over
IEEE 802.15.4 radio. To allow better support
for low capacity devices we utilize a SIB
implementation called RDF Information Base
Solution (RIBS) and Word Aligned XML
(WAX) version of the SSAP messages. The
most notable difference between WAX and
basic XML serialization of the SSAP is that in
WAX each tag is just one word long (32 bits)
and payload is word aligned. Because of this
the SSAP/WAX format causes less overhead
and is easier to parse than the basic
SSAP/XML serialization. Using WAX it is
easier to deploy embedded moisture sensors
to run KP and therefore be able to be a part of
the semantic system.

6. And finally an uCode resolution server and an
information server are used to get flower
minimum moisture and 1D values.

B. Ontology for Gardening Application

In addition to the system model of the implementation
the ontology model is very important part of M3-based
solutions. Figure 5 presents the ontology model used by
the gardening application.
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gh:Sensor
FhasiD : sbyte

4 hasMeasurement : gh:Measurement
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maxHumidityPercent : double
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-maxMoisturePercent : double
-minLuminanceLux : double
maxLuminanceLux : double

gh:MoistureMeasurement

Figure 5. Gardening ontology.

The Sensor class presents the virtual counterpart of an
entity able to measure its surroundings and present the
measurement with a value and a specific unit of
measurement. The Sensor class has properties specifying
the location of the sensor and measurements made by the
sensor. The Measurement class is used to present the
information of the measurements made by the sensor. The
Measurement class provides properties for presenting the
value and unit type of the measurement.

The Plant class represents the physical plants. The
information presented by the Plant class consists of plant
name and preferences for environmental conditions such
as temperature, luminance, soil moisture and humidity.

The Location class present the virtual counterpart of a
physical location such as city, house, room or a pot, for
example. The hasLocation property is used to associate
resource with a Location class instance.

C. Example use case scenario

An example usage of the implementation is as follows.

An operator can announce his presence by touching the
presence NFC tag with the phone in order to insert itself as
an object to the SIB.

After the insertion the smart phone application queries
constantly the SIB for sensor values and plant moisture
values bound to the certain sensor if there’s any. If the
moisture value exceeds the reference, the phone alerts the
operator showing the plant ID needing more water in the
screen of the Smart Device.

By reading optically a QR tag with uCode on the pot,
the operator can, by resolving the uCode and a web service
bound to it, read plant’s ID and minimum moisture
reference data. Using the plant data, the operator can then
either insert the plant ID with moisture reference to the
SIB or pair/unpair earlier inserted plant ID with a desired
moisture sensor ID by touching the sensor NFC tag with
the Smart Device.

Meanwhile the Active Tag measures plant moisture
values updates them to SIB and polls for the corresponding
minimum preference moisture value and the operator
presence from the SIB. If the moisture value is less than
preference and the operator is present, an indication LED
is blinked.

Interactions between different components of the
implementation have been described in Figure 6.
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poll for terminal KP precence and paired reference moisture value()
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Figure 6. Interaction flowchart of the implementation.

V. CONCLUSIONS

In this paper a novel approach to use a general object
identification system and Semantic Web for IoT to extent
the functionality of the control application was presented.
The idea of the approach was firstly to use M3-based
interoperability framework to provide base functionality
for a sensor — actuator network and secondly extent its
functionality by using the ulD-based object identification
system for a reference data access. As a result the method
for very easy-to-use and flexibly configured controlling
scheme was achieved. The approach was demonstrated by
implementing the home flower moisture control system on
a smart phone, local semantic broker on PC and remote
server environment. The implemented system worked as
expected.

The developed system is very flexible and easy to use.
The operator can easily pair a sensor to control the desired
entity in the system like a certain flower in the
implementation. The sensor and controlled entities do not
need to know anything of each other since the binding is
done through the semantic broker. The system has also
been constituted using open components and technologies.
Also the open-source semantic framework with open
object identifier system with off-the-self components
makes the system reachable for all potential users.

The system could be used in applications having a
need to easily generate and modify dependencies or
controlling schemes between entities using only cheap tag
technology like NFC or QR.

In the future the similar systems with hundreds of
nodes should be tested in order to test a scalability of the
system. The broker should also be used from the remote
location to maximize the potential application area. Also
more complex ontologies and dependency scenarios
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> on insufficient moisture AND terminal KP present, blink LED
| i

between the system entities should be generated and tested
to take a full potential out from the system. Speaking of
new technologies for loT the M3 with CoAP and
6LOWPAN  technologies on the service and
communication level could also provide interesting
possibilities for novel applications.
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Abstract—Efficient routing in Wireless Mesh networks
(WMN) with limited bandwidth is a challenging task, espe-
cially in networks where nodes have restricted resources. In
such environments routing mechanisms should have a small
footprint, low CPU usage and minimal routing overhead. If
nodes are mobile, topology changes occur permanently, so the
routing protocol has to converge fast and remain loop-free.
Traditional routing protocols for IP-based wired networks have
in many aspects been proven inadequate for WMNs. Therefore
protocols, like Destination-Sequenced Distance Vector (DSDV)
and Ad-hoc On-demand Distance Vector (AODV) routing, has
evolved to overcome the difficulties of WMNs. One of the
most recent is Babel, a proactive distance-vector protocol with
reactive features based on DSDV and AODV. Due to its specific
characteristics, Babel should be able to run efficiently on
WMNs and low-power devices. A stable Babel routing daemon
exists for Linux and Mac OS X. This Work in Progress paper
outlines a simplified subset implementation of the Babel routing
protocol without using IP, especially designed to fit into low-
power and hardware constrained wireless devices which are
running TinyOS.

Keywords-Wireless mesh networks; Routing protocols; Low
power electronics; Embedded software;

I. INTRODUCTION

In WMNSs, usually, nodes can not exchange data directly
with certain other nodes, because they are not within the
sender’s range. With the aid of routing protocols the range
of communication can be extended when intermediate nodes
are used to forward a packet within a well known-path to
the destination. Due to the mobility in networks, links be-
tween nodes are continuously being established and broken.
Routing protocol mechanisms must be able to react in case
of a broken link or failed node and propagate the topology
change in the network efficiently.

While writing this paper, our institute is working on the
European Union FP7 HydroNet [22] project. The HydroNet
project aims at designing, developing and testing a new
technological platform for improving the monitoring of
water quality. It is based on a network of floating buoys
and unmanned catamarans. Both are equipped with sensors
to measure the pollution. Wireless communication in the
HydroNet network is used to obtain and provide steering,
position and sensor data between various nodes. Around
twelve nodes are intended to monitor a sea area of 10 km x
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3 km. In many cases, a direct point-to-point communication
between two nodes is not possible, either the distance
between them might exceed the maximum radio range or
obstacles disturb or reflect the radio signals. In HydroNet
every node is not only a data source or sink but also has
to act as a router. A communication infrastructure based on
the IEEE 802.11 standards was inadequate due to power
constraints, distance limitations and regulations. Therefore,
a Tinynode [11] like low-power device was developed with
a TI MSP430 8 MHz micro controller, a Semtech XE1205
radio running at 434 MHz and a 2.5 W (34 dBm) amplifier
to overcome greater distances. The operating system running
on this node is TinyOS, an open source operating system
designed for low-power wireless sensor networks. The node
is connected via RS232 to the robot main controller. The
nodes are not interconnected to other networks and also do
not require global IP connectivity. Flat routing, as described
in section III-B, will suffice.

Traditional routing protocols such as RIP [12] or OSPF
[13] were designed for wired networks and update too infre-
quently to deal with the constant mobility in WMNs [14].
It must be considered that WMNSs use a shared medium,
usually with low bandwidth and unreliable transport char-
acteristics, so routing loops can occur by lost updates due
to collisions [20], noise or flooded links. Additionally low-
power devices have very restricted resources and their life-
time is often limited to the battery capacity and therefore a
routing protocol must be economic and simple. Routing table
entries and any data that needs to be exchanged and stored
on the device, to maintain the routing operation, must be kept
to a minimum to fit into the limited capacity. Murray, Dixon
and Koziniec proved that the routing protocol’s overhead is
the largest determinant of performance in WMNs and that
the OSI layering has little impact [3]. It is substantial for ad
hoc routing protocols to provide mechanisms to reduce these
overheads. As an experimental comparison of three multi-
hop ad hoc routing protocols in WMNs shows, the Babel
routing protocol outperforms [3] OLSR and BATMAN.

For the TinyOS operating system two multi-hop routing
protocols exist in the standard distribution: Tymo and BLIP.
Tymo [7] is a TinyOS implementation of the reactive Dymo
[5] AODV routing protocol. The Berkeley low-power IP
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(BLIP) stack, is an IPv6 implementation for TinyOS. It in-
cludes IPv6 neighbour discovery, default route selection and
point-to-point routing [15]. BLIP allows to form multi-hop
IP networks, which can communicate over shared protocols
and can be published into the public network to provide
global connectivity [16].

BLIP is too heavyweight for the needs in HydroNet,
because there is no need for prefix based routing and IP
addresses. On the other hand Tymo implies a delay due to its
reactive nature when a new route needs to be discovered and
routing information is flooded across the network. Due to
the promising features and performance results of Babel [4]
and the need to eliminate delays in route discovery we were
inspired to develop a simplified subset implementation of
Babel for TinyOS. Since TinyOS has a significantly different
architecture than Linux distributions and the hardware on
TinyOS devices is much more limited, several simplifica-
tions and changes have to be made compared to the full set
implementation.

Section II explains the basic features of Babel. Readers
not familiar with DSDV [6] and Babel [1] should refer to
the corresponding literature to get a better understanding
of the protocols. Section III describes the simplifications
and considerations made for the subset implementation in
TinyOS.

During the time of writing the subset implementation has
not been finished, and therefore, the paper was submitted as
Work in Progress. Final performance results, compared to
Tymo and BLIP, will follow in the future which will prove
if Babel multi-hop routing performs well in the TinyOS
architecture.

II. BABEL ROUTING PROTOCOL

Babel is a loop-avoiding distance-vector routing protocol
designed to run in wired and in highly dynamic wireless
networks. It runs in networks using prefix-based or flat
routing (mesh networks) and is able to operate with IPv4 and
IPv6 protocols on multiple interfaces simultaneously. Babel
puts routing information into a type-length-value (TLV) [19]
format and aggregates multiple TLVs into one single packet.
Optionally a Babel node can request an acknowledgment for
any Babel packet it sends by adding an Acknowledgment
Request TLV. A Babel node periodically broadcasts Hello
TLVs to all of its neighbours; it also periodically sends an
IHU (I Heard You) TLV to every neighbour from which
it has recently heard a Hello [1]. From the information
derived from Hello and IHU TLVs, a node calculates the
cost ¢ (from the transmission and reception cost [1, Section
3.4]) for a link to a specific neighbour. Additionally a Babel
node periodically advertises its set of selected routes to
its neighbours with Update TLVs. Each route contains a
sequence number s and a metric m for a node n. The
sequence number s determines the freshness of the route
advertisement and is propagated unchanged through the
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network and is only incremented by n. For example, if
a node receives two route advertisements for n from two
different neighbours, it will take the route with newer s.
Compared to DSDV, Babel speeds up convergence when the
topology changed by reactively requesting a new sequence
number (with a sequence number request TLV) instead of
waiting until the new sequence number is sent in the next
periodic interval [1, Section 2.6]. Babel uses a feasibility
condition, taken from EIGRP and less strict than AODV,
that guarantees the absence of routing loops. A stable Babel
routing daemon, which runs on Linux and Mac OS X, is
available [2].

III. BABEL FOR TINYOS

This section describes the main simplifications made to
the full-blown Babel implementation to fit well into the
TinyOS architecture and the project needs for HydroNet.

A. No interface table

Babel specifies an interface table, which contains a list of
network interfaces on which a node understands the Babel
protocol [1]. Almost all supported platforms [17] for TinyOS
have two interfaces, usually a RS232 and a radio interface.
The robot’s main controller in HydroNet is connected via
RS232 to the communication infrastructure but does not
participate in the routing process and therefore no interface
table is needed.

B. Flat routing

Babel is designed to run in networks using prefix-based
routing [8] and in networks using flat routing. Traditional
wired IP networks (prefix-based routing) have a hierarchical
address space. Such an address identifies a node in the
network and also provides information about the location
in the hierarchical topology. Since nodes in WMNs are free
to move, an address should only identify a node in such
a network. HydroNet’s Babel implementation for TinyOS
focuses on a single WMN, which is not interconnected, like
Hybrid Wireless Mesh Networks (HWMNSs). For this reason,
a simpler addressing scheme can be used as described in
section III-C and the prefix-based routing can be omitted.

C. Addressing

Babel is specified to run on dual-stack networks. There-
fore, all Babel packets with an address field also have an
address encoding field which indicates if it is a wildcard,
IPv4 or IPv6 address.

TinyOS typically uses active messages (AM) [18] and the
packet abstraction message_t [9] for communication. The
AM default address representation is an unsigned 16 bit
integer but also different representations like IPv4 or IPv6
can be defined. By solely using the 16 bit AM address
representation, the address encoding field can be omitted
and a lot of space can be saved in messages and memory.
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D. Fewer Babel data types

The bulk of Babel routing traffic consists of route adver-
tisements. Since Babel runs on dual-stack networks, most
of the overhead is spent on the large IPv4 and especially
IPv6 addresses. However Babel uses address compression
to minimize the packet size. If multiple Update TLVs in a
packet share the same prefix, only the first one contains the
prefix. Consecutive Update TLVs will derive the prefix from
the first one. Additionally a Next Hop TLV advertises a next
hop address that is implied by subsequent Update TLVs. If
no Next Hop TLV is present, the next hop address is taken
from the network layer source address. For 16 bit addresses
Update TLVs will introduce an overhead if few route adver-
tisements share the same next hop address. The HydroNet
implementation uses flat routing and therefore no prefixes
are required. For this reasons HydroNet’s implementation
does not use address compression and the next hop address
is carried directly in Update TLVs.

If in Babel a node receives an Acknowledgment Request
TLV in a packet, it should reply with an Acknowledgement
TLV within the interval specified in the request. Since Babel
is designed to deal gracefully with packet loss on unreliable
media HydroNet’s implementation will rely on periodic
updates to ensure that any usable routes are eventually
propagated and therefore no acknowledgment mechanism is
implemented.

Because flat routing is used and no multiple edge routers
are participating for the routing domain, the Router-1d TLV
is not used [1, Section 2.7].

E. Neighbour Discovery & Route Advertisement intervals

A node maintains an interval for Hello, IHU and Update
TLVs. The interval is carried in those TLVs and specifies the
time after the node will send a new TLV of that type. There-
fore a receiving node can identify if a neighbour changed
one of its intervals. A neighbour can increase the Hello, I[HU
and/or Update intervals to prevent too frequent transmissions
of routing packets to reduce battery consumption at the
expense of other nodes may have outdated knowledge about
this particular neighbour.

Additionally a node can maintain a counter, which counts
how many packets already have been forwarded to other
nodes for a specific time interval. If this value is below a
specified threshold, this node is most probably not partic-
ipating much as a router in the whole multi-hop routing
process and can increase its intervals (to send fewer Hello,
IHU and Update TLVs). This means, that in a worst-case
scenario, where nodes may suffer from an outdated view of
this particular node, just a small amount of traffic might
be affected. When the forwarded packet counter of the
node increases again above the threshold, it can decrease its
intervals (Hello, IHU and Update TLVs will be sent more
frequently) to ensure that other nodes have a more up-to-date
view of the node itself.
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HydroNet’s implementation relies on this mechanisms to
extend battery lifetime and reduce bandwidth usage.

FE. Metric computation

The Babel specification requires a monotonic and isotonic
metric. The simplest approach will be to define a metric of a
route as the sum of the costs of all component’s links from
the source to destination node [1]. If a neighbour advertises
a route with a metric m over a link with cost ¢, the resulting
route has a metric of ¢ + m.

The Babel specification also allows external sources, for
example the battery level or CPU load, to be taken into
account of a metric. This can be achieved by adding a value
k that depends on the external source of data to every route’s
metric. Therefore a node might compute a metric as k+c+
m, where the value of k+c must be greater than O to preserve
strict monotonicity.

The Received Signal Strength Indication (RSSI) should
not be used as a source for metric. Srinivasan and Levis [21]
showed that RSSI does not correlate well with the packet
reception rate and that Link Quality-Based Routing metrics
can provide a more accurate estimation of the link cost. The
Estimated Transmission Count (ETX) [23] is a bidirectional
Link Quality-Based metric computation mechanism and is
also used for wireless links in the Babel daemon. ETX is
similar to the Link Estimation Exchange Protocol (LEEP)
[10], which is used in TinyOS. Instead of using LEEP,
Hello and Update TLVs can be used to carry the information
needed for the ETX computation.

G. Packet Format

A Babel packet consists of a 32 bytes header, followed
by a sequence of one or more TLVs. The default payload
size of a radio packet in TinyOS is 28 bytes [9] and due to
the small size it was considered to exclude the TLV format
and TLV aggregation entirely for Babel packets to minimise
overhead. Communication tests identified a payload size of
144 bytes for an optimal maximum sustained throughput,
which means high throughput at a minimal packet collision
rate. This payload size made the use of TLV aggregation
affordable again for HydroNet’s implementation.

H. Broadcasting IHU packets

The Babel RFC states that IHUs are conceptually unicast
but they should be sent to a multicast address in order
to aggregate multiple IHU TLVs in a single packet. In
HydroNet multicast addresses are not available. Therefore
HydroNet’s THU packets are broadcast to the neighbours,
containing one or more IHU TLVs, which define for which
neighbours the packet is destined. When a node receives
an THU broadcast packet, it will parse the containing IHU
TLVs. If no IHU TLV is addressed for the node, it will
silently ignore the broadcast. This technique has a similar
effect as multicast and it is not required to send multiple
unicast THU packets.
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IV. CONCLUSION

With all the mentioned simplifications and changes we
were able to integrate a Babel subset implementation into
our resource constrained hardware. The routing exchange
information fits well, with aggregation of multiple TLVs,
into a 144 bytes packet and therefore no fragmentation
occurs. Instead of a node sending multiple IHU packets to
all of its neighbours it can broadcast one IHU packet (see
section III-H) which leads to fewer IHU packets needed to be
sent. Final results will follow in the future when the perfor-
mance tests are done, which will show if HydroNet’s Babel
implementation performs better in the TinyOS landscape
than other existing TinyOS multi-hop routing protocols.
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Abstract—Handheld devices equipped with Wi-Fi interfaces suitable for that communication) the node stores the messag
are widespread nowadays. These devices can form disconnedt and waits for future contact opportunities with other degic
mobile ad hoc networks (DMANETS) spontaneously. These net- to forward the message. Thanks to this principle, a message

works may allow service providers, such as local authoritig, to . . . L
deliver new kinds of services in a wide area (e.g. a city) witbut can be delivered even if the client and the destination ate no

resorting to the infrastructure-based networks of mobile pnone ~ Present simultaneously in the network, or if they are not in
operators. This paper presents OLFServ, a new opportunist the same network partition at emission time.

and location-aware forwarding protocol for service discoery and This paper presents OLFServ, a new opportunistic and
delivery in DMANETs composed of numerous mobile devices. |qcation-aware forwarding protocol we have designed ireord
This protocol implements several self-pruning heuristicsallowing ¢ t both ice di d - tion i
mobile nodes to decide whether they efficiently contributeni the 0 Support bo serwcg ISCovery and service |ny0ca 1on-n
message delivery. The protocol has been implemented in a sime- DMANETs. OLFServ is a key element of a middleware

oriented middleware platform, and has been validated throgh platform we develop to investigate service provisioning in

simulations, which proved its efficiency. DMANETS [1]. Based on the location data collected by the
Index Terms—Opportunistic Service provision, Mobile Ad hoc ~ Platform from the wireless interface and/or the GPS receive
Networks of the device, OLFServ makes it possible to perform an

efficient and geographically-based broadcast of both cervi
advertisements and service discovery requests, as well as
a location-driven service invocation. OLFServ implements
The increasing interest of people for handheld devicesveral self-pruning heuristics allowing intermediatesies
equipped with a Wi-Fi interface and sometimes with a GP® decide themselves if they are “good” relays to deliver
receiver (e.g., smartphones, Internet tablets) offeretgice the messages they receive from their neighbors (i.e., ¥ the
providers, such as local authorities, new opportunities tmntribute to bring a message closer to its destinationgs&h
provide nomadic people with new ubiquitous services withobeuristics aim to progressively refine the area where a mes-
resorting to licensed frequency bands (e.g., UMTS, GPRSage can be disseminated until reaching its destination; to
Indeed, these devices can form mobile ad hoc networgerform source routing when it is possible; to support the
spontaneously, and this ability could be exploited in ordetient mobility by computing the area where the client is
to artificially extend networks composed of some sparsefxpected to be when it receives its response; to avoid messag
distributed infostations with a view to offering a wide sees collisions by implementing a backoff mechanism. Thanks to
access to end-users. However, designing a routing prototwése heuristics, only a small subset of relevant interaiedi
that allows an efficient and distributed service discoverg a nodes will forward the messages in given geographical areas
invocation in such dynamic networks remains a challengirg in given directions.
problem today, because disconnections are prevalent &nd thThe remainder of the paper is organized as follows. Sec-
lack of knowledge about the network topology changes himdaion Il brings to the fore the main issues that must be adduess
the selection of best routes for message forwarding. Indeedn order to discover and to deliver some services in DMANETSs
disconnected mobile ad hoc networks (DMANETS), devicesficiently. Section Il presents the assumptions on which
can communicate directly only when they are in range of omgotocol OLFServ is based, the detailed specifications ef th
another. Intermediate nodes can be used to relay a messgjepruning heuristics it implements, and how it works on
from a source to its destination following the “store, carrgn example. Section IV presents some simulations results we
and forward” principle. The routes are therefore computaibtained for OLFServ. Research works dealing with routing
dynamically at each hop while the messages are forwardawtocols in DMANETS are presented in Section V. Section VI
towards their destination(s). Each node receiving a messaymmarizes our contribution.
for a given destination is thus expected to exploit its local
knowledge to decide which are the best next forwarders !l- SERVICE-ORIENTED OPPORTUNISTIC COMPUTING
among its current neighbors to deliver the message. When MAIN ISSUES
no forwarding opportunity exists (e.g., no other nodes are i Service provisioning in DMANETSs using opportunistic
the transmission range, or the neighbors are evaluatedtas gmmmunications is an emerging computing paradigm that has

I. INTRODUCTION
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been recently qualified as opportunistic computing [2].sThi 4. Message redundancy managemeéntorder to increase
paradigm introduces new issues regarding both the oppsftuthe message delivery ratio and to reduce the delivery time,
tic routing protocols and the middleware platforms: thetimmy several copies of a message are usually generated in the
protocols must be suited to the discovery and the delivery nétwork. In order not to process a request or a responseaever
pervasive services, and the platforms must support dig&ib times, such a redundancy should be hidden from both thetclien
computing tasks in environments where disconnections aapplications and the software services, and be controljed b
network partitions are the rule. This section presentsethebe routing protocol itself. Moreover, a mobile node should
new main issues. stop forwarding a request for which it has already received a

1. Broadcast storm issue in the discovery procele r€sponse.
device is stable enough, or accessible permanently, to ach- Spatial and temporal propagation control of messages
as a service registry. Each mobile client should therefere Based on the "store, carry and forward” principle, messages
responsible for maintaining its own perception of the sesi can disseminate network-wide. However, some servicesean b
offered in the network, and for discovering them reactigyy relevant only in a given part of the network. In this context,
processing the unsolicited service advertisements besathy Seems to be suitable to circumscribe the disseminationeof th
service providers, and/or proactively by broadcastingiser messages geographically, as well as to limit their dissatiuin
discovery requests in the network and by processing tiethe network by defining a life time and a maximum number
advertisements returned in response by providers. In su@hhops.
a distributed discovery process, all mobile nodes recgivin 6- Service selection issue& selection process may precede
an advertisement or a discovery request are not expected® invocation, when the opportunity is given to the client
rebroadcast this message systematically, because if they,d application to choose among several service providerss,Thu
they will generate too much network traffic and could evel could be interesting to select a provider according to its
lead to network congestion. To cope with this problem, sontcation, and to transparently select another one amonga se
heuristics must be devised in order to reduce the numberfgfevant ones when the current provider becomes inactessib

broadcasters and to broadcast the messages asynchronouslyrhe remainder of the paper describes a location-aware

2. Forwarding problem in the invocation process op- forwarding protocol that addresses the first five issuesréa p
portunistic networks, no end-to-end routes are maintaineibus works, we proposed two different solutions for the las
between a client and a provider by an underlying dynamigsue: one that relies on a content-based service invaocgf]o
routing protocol such as AODV or OLSR. A priori, a nodeand another one that relies on a dynamic and transparent
does not know which is the best next forwarder amongpdate of the service references [1]. These two solutions ha
its neighbors for reaching the destination. In order not tseen implemented in the service management layer of our
forward a message in a blind way, some solutions have beaitidleware platform.
proposed in several related works [3], [4], [5], [6], [7],]I8
These solutions mainly rely on the computation of a delivery I1l. THE OLFSERV PROTOCOL
probability based on contextual properties [7], on an In_jstri A. Assumptions
contacts [5], or on both [8], [4]. Nevertheless, these $ohs . . .
often consider that nodes move following regular mobility The OLFSerY protocol rehes on 3 main gssumpﬂons:
patterns, and that their future (direct or indirect) endetsy 1) Both mobile hosts and fixed infostations are aware of
can be predicted. Computing such an history and a prediction their geographical location and able to compare their
is a tricky problem, especially in an environment where peop location with that of another host. Mobile hosts are
often stroll and move randomly such as in a city, questioning expected to indicate their destination/direction if they
de facto such assumptions. Moreover, during the invocation  Know them. . . _
process, such probabilities must be computed twice: once ir?) Mobile hosts are able to perceive their one-hop neigh-
order to deliver the invocation request to the service e borhood. This neighborhood is obtained using specific
and another time to deliver the response to the client. kihdee  Messages (beacons) sent by each node periodically.
the client and the intermediate nodes are likely to movenduri 3) Each mobile host is able to temporarily store the mes-
this process, the forwarding path followed by the respoase ¢ sages it receives, and can associate to each of them
therefore be different from that taken by the request. some pieces of information, and especially the IDs of

3. Responsivenes®pportunistic communications introduce the nodes that are known to have received them.
a certain delay in the service discovery and invocation pro- .
cesses. Although client applications must be able to twerds- Overview of the protocol
this delay and to deal with extended disconnection periods, a) Heurisitics: OLFServ is an event-driven protocol that
it is suitable to devise solutions that provide end-useith wiimplements self-pruning heuristics. The originality oifstpro-
a certain quality of service in term of responsiveness. €ongocol resides in the adaptation of several well known héoss
qguently, the protocol should not implement a purely pedodio the context of service provisioning in DMANETS, and their
and proactive message emission, but instead should adogienbination in a coherent platform. The main implemented
reactive behavior as far as possible. It should be sensitiveheuristics are the following:
events such as the arrival of a new neighbor, the reception ofContention resolution in message forwardirigke DFCN
a new message or the location changes. (Delayed Flooding with Cumulative Neighborhood) [10],
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which proposes a bandwith-efficient broadcast algorithm feectangle. Moreover, let's suppose that one of these mobile
MANETS, OLFServ introduces a backoff mechanism in orddrosts, namely nod€, is interested in the service proposed
to avoid message collisions at message reforwarding ting. I. The network, which is currently composed of the six
From this point of view, a node is expected to compute distinct communication islands shown in Figure 1, is expéct
forwarding delay for each message it receives, and to fatwap evolve in an unpredictable manner according to the nodes’
messages when their delay expires. Moreover, a node wilbbility. Nevertheless, in order to illustrate our purpgsee
abstain from forwarding a message if it perceives that allill consider subsequently that node and nodeNg follow
of its neighbors have already received it (the message whe materialized paths so as to reach different destiratn
forwarded by at least one of its neighbors before it forwardsnests, to, tz andts.
the message itself, and its one-hop neighborhood is a sabset  ¢) service discoveryThe invocation of a remote service
the set of nodes that are expected to have received the reesgagonditioned by the preliminary discovery of this service
yet). In addition, in OLFServ, this forwarding delay has tW@onsequently, in order to call the service offeredibyiode
components: one that is inversely proportional to the di#a ¢ must discover this service. For the sake of illustration, le
from the last forwarder and another one that is a randqm consider that infostatioh has injected in the network an
value (used in the backoff mechanism). Therefore, only th@jyertisemens including its location, the geographical area
farther nodes are likely to forward a message, thus imppviyhere the service can be accessed, a date of emission, a
the geographical propagation of messages while reduciag fffetime, a maximum number of hops this advertisement is
number of emissions. allowed to make, and the set of nodes that are expected to
Geographically-driven message forwardingt each step, receive this advertisement (ileNz, N2, N3, N; andNs). Nodes
a message will be forwarded only by the nodes closer to tmf’ Ny, N3, N4 andNs, which will receive messag first, will
destination. store this message locally and will compute a forwardingyel
Content-based message forwardirgobile nodes can es- in order not to rebroadcast messagsimultaneously.
tablish some correlations between the discovery requests a The coverage radio area of a node is partitioned in several
the advertisements, as well as between the invocation s&5jU@ncentric rings. The forwarding delay algorithm (see Algo
and the responses. Thanks to this heuristic, a mobile nqgemn 2) allows mobile nodes located approximately at the
receiving an invocation request is expected to send backd@ne distance (i.e., in the same ring) from the last relay (or

the client the response it previously stored for this refuegom the initial sender) to compute a forwarding delay in a
instead of forwarding it towards its destination, obvigusl ¢5me range of values. In the part of the network depicted in

this one is still valid. Figure 1, nodedl;, N, andNs will thus compute a forwarding
Source routing forwardingNodes can estimate if a meselay in a same range of values. This delay will be less
sage was forwarded quickly (i.e., if a message was relaygfhn the one computed by, which itself will be less than
following an end-to-end path), and to perform source r@itithe one computed biXs. Moreover, a node perceiving that
if so. OLFServ is thus able to exploit end-to-end routes Whe{ly of its neighbors have already received the message it
they exist, reducing the propagation time and the numbekns to forward will cancel its forwarding process, andl wil
of message copies. If the source routing failed, because gfger it when it is notified of the arrival of a new node in
intermediate node becomes unreachable, the selective ﬂﬁdg/icinity. Thus in our scenario, nodis will not forward
controlled broadcast is used. These last two heuristics aigyvertisementd, because this advertisement is rebroadcast
at improving the quality of service offered to end-users ify nodeN, first. If we consider that all the nodes have the
term of responsiveness. same communication range of radiRswe can deduce, based
on geometric properties, that, in favorable conditionsly on
b) Events:In OLFServ, five kinds of events are consid3 nodes will forward advertisemer& the first time [11].
ered: 1) the reception of a message, 2) the expiration of t@ensequently at hom, in favorable conditions the number
forwarding delay associated with a message, 3) the locatioh forwarders will be 3x n, and in the worst conditions
changes, 4) the arrival of a new neighbor, 5) and the failuftee., when the selected forwarders moved before forwardin
in the source routing process. their message, and become out of reach of each other), the
The first and the last events induce a reactive behavior mimber of forwarders will b& ' ,6". This property is thus
the protocol regarding the message forwarding, whereas thdependent of the density of the network.

other events induce a proactive behavior. By implementing the "store, carry and forward” principle
and by exploiting the nodes’ mobility and contact opportu-
nities, advertisemerA will be propagated in the whole area
Before giving a detailed specification of the OLFServ prapecified by the infostation, and only in this area. Indekd, t
tocol, let's see how the above-mentioned heuristics openat self-pruning heuristics implemented in our protocol preve
both the service discovery process and the service inwtatmobile devices from forwarding messages outside the area
phase. From this point of view, let us consider the discotatec specified in the headers of these ones. For instance, Ngde
MANET depicted in Figure 1, which will, for the sake ofthat left the island of infostatioh at timet; and joined that
illustration, be composed of a set of mobile devices caioied of client C at timet, will broadcast advertisemer in this
pedestrians and a fixed infostatibthat offers a service that is new island. This message will be then broadcast by the other
relevant only in the geographical area represented by ttiedlo nodes of this island whether it is still valid (i.e. the numbé
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Figure 1. Opportunistic communication in a DMANET with OL&S.

hops is greater than zero and the lifetime has not expiréd ydty nodeC at timet, because they are farther th@from
except by nodeé\; because it is outside the area specified hipfostationl. This invocation request will be received by node
infostationl. Thus, nodeNg will not receive messagA. Ng at timety, +At. If Ng joins the island of infostatioh at time

d) Service invocationAfter discovering the service of- (3 @ Shown in Figure 1, it will broadcast this request in this
fered by infostation, client nodeC can invoke this service by island because it will discover new neighbors that have not

sending an invocation request including namely the ID of tf{ﬁ_ce'ved this meszag_e fyet. These neighbors will then fatwar
infostation, the location of this one, and its own locatipat S request towards infostatidn

us also consider that clieftknows its speed and its direction

and that it has also included them in the request it sent, t-hll.qu client C has specified its location, its speed and its

allowing to compute with a better accuracy the area wheee itdossible direction of movement, OLFServ can estimate the
expected to be when it will receive the response. Indeednwhgres whereC is expected to be when it should receive the
the speed and the direction (or the destination) are unknowgsponse fron. So when the response is returned, this area is
the “expected area” is a circle whose center is the currefifecified in a header of this message. The response will be the
position of the client and whose radius is proportional to gted towards this "expected area” using a forwarding sehe
predefined speed (of about 2 m/s for pedestrians) and to fgnparable to that used for the invocation. When the message
time expected for the response delivery (this time is ed8tha h a5 reached the “expected area”, it will be disseminatekiifn t
from the request delivery time). The notion of “expectedaére area following a broadcast scheme comparable to that used fo
was introduced in [12]. In contrast, when the speed and thgyyice discovery. This technique is used since the pasitio
direction are known, the “expected area” is a circle centergs the client cannot be computed with a good accuracy due
on the position computed from the speed and the directigf the delay induced by opportunistic communication. When
indicated by the client, and whose radius is proportional $ mopile device receives a response for an invocation it has
the inaccuracies _of thh 'Fhe speed and the forwarding tirﬂ?eviously stored locally, it stops forwarding this requizs
(see the dotted circle in Figure 1). the network. In our scenario (Figure 1) the response will be
The request sent iy will be received by intermediate nodesrouted towards nod@ by nodes\,, N3 or N; because they are
and broadcast by these ones towards infostdtiéollowing closer to the “expected area” thhrMoreover, if an invocation
a forwarding scheme that is quite similar to the discoverngquest reaches the provider within a short amount of time
forwarding scheme presented previously. The difference Hge., if a end-to-end route is very likely to exist betweée t
tween these two schemes resides in the number of nodes tii@nt and the provider), OLFServ tries to follow the same
will rebroadcast the messages. Indeed, since the invocatioute by applying source routing. If the source routing pssc
process is usually achieved using a unicast communicati@iled because an intermediate node has moved, then the node
scheme, we have introduced additional self-pruning héesis perform a broadcast towards the destination as mentioned
in comparison to the service discovery process in order thafore. Finally, if a node stored previously a response for
only the nodes closer to the destination than the previops hibe request sent by clie@, it will send back this response
can forward the message towards the destination. Thus, {Hat is still valid) instead of forwarding the request towds
area where the message is forwarded is progressively refimgdstationl. For instanceN, can return to clien€ the copy
until reaching the destination, and the number of mességés of the response it holds locally, instead of forwarding the
are replicated in the network is reduced while having a goedquest tol. Thus, the number of message roaming in the
message delivery ratio. A node, receiving a message froometwork is reduced and the service invocation responssgene
neighbor node closer to the message'’s recipient than,itgéllf is improved. The same process is applied when a client is
store the message locally and will forward this message lateoking for a service: an intermediate node can send back to
when it becomes closer to the recipient than this neighbthme client the advertisement it holds locally that “matctas
For exampleN; and Ng will not broadcast the request senservice discovery request sent by the client.
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Algorithm 1 Reaction on message reception. Algorithm 2 Computation of the forwarding delay.
Data: m: the incoming message ; ¢: the current time Data: m: the incoming message ; rs: the ring size

Km, R the ring number ; 8: the default forwarding period
1:if (m eA & N < Km) W': the wireless communication range
2:-then A < A —7{17} Output: 3m: the forwarding delay for message m
3:else if (3p € C/pisresponse form & pllifetime] > ¢ — p[date] & p[hops] > 0) 1: R, « floor((W— distance(L ; m[ Lrelay])) / rs)

2:8m «min(d ; o x random(R_ x rs ; (R+1) x rs))

4: then compute forwarding delay for p
5: AcAU P
6: else if 3k e C /m is response for k)
7: then C « C— {k} ; ot :
g (ke A)then A A— (k) Algorithm 3 Expiration of the forwarding delay.
9: if (k € Qs)then Qs « Qs — {k} Data: m: the message ; ¢ the current time
10: else Qp « Qp — {k} C N, Km, éb s
11: if (t — kfreception_date] < € ) then m[source_routing] « k[ Lrelay ] 1:if (N — Km = & & in m[area] & m([lifetime] > ¢ — m[date] & m[hops] > 0)
12: if (m[lifetime] > ¢ — m[date] & m[hops] > 0) 2: then if (m[recipient] #"*") then dinis—recipient < distance(L ; m[ Lecipient])
13: then C « C U {m} 4: drelay—srecipient < distance(Lrelay ; m[ Lrecipient])
14: m[reception_date] « ¢ 5: if (dihis—recipient < drelay—recipient) then
15: Km «— Km O {m[ Km]} 6: mlarea] < (m[ Lrecipient], dihis—recipient )
16: if (AL ¢ Km) then compute forwarding delay for m 7: m[ Km] « m[ Km] U Km
17: A=AV {m} 8: m[ Lrelay] < L
9: m[nb hops] « m[nb hops]—1
10: if (r — m[date] <g) then Qs « Qs U {m}
11: A A—{m
. . 12: else Qp < Qp U {m}
C. Specification of the protocol 13 A A= im)
The remainder of this section presents how OLFServ realts clse ,’;’[[ﬁ;’]}]‘_ A IR
when one of the above-mentioned events occurs. 16: m[nb hops] < m[nb hops]—1
1) Notations:The location of a node is subsequently identi}-gf X{_“AQb,;)} tm}
. Bt

fied as.Z, the one of the last relay a&ejay and the one of the
destination asZecipient: The one-hop neighborhood of a node
is referred to as#”. The local cache of a node is identified as
€. 25 and 2, are outgoing queues for the messages that miigewarding messages simultaneously. As mentionned before
be sent using source routing techniques and for the messafe®LFServ the forwarding delay has both a random com-
that must be broadcast respectivelyq, refers to the set of ponent and a component that is inversely proportional to
nodes that are known to have received messagA is the the distance from the previous relay. So as to compute this
set of messages that must be forwarded and for whichfagwarding delay, the wireless communication range of each
forwarding delay has been computed. Finally, the messagiyice has been divided in several rings (see Figure 1), so
headers can include several properties (the location of that the delays computed by hosts in ringre greater than
recipient, the location of the sender, a date of emissioifea | those computed by hosts in ririgl. The mobile hosts of a
time, a maximum allowed number of hops, the geographicgiven ring are considered as equivalent regarding the apati
area where the message can be disseminated, etc.). A giveapagation of messages. The algorithm used to compute the
property of a message is identified asmproperty. forwarding delay is described in Algorithm 2. This algonith
2) Message receptionWhen receiving a message, Al- has mainly three parameters: the wireless communication
gorithm 1 is applied. First, if a node receives from one d@nge ), the ring size s) and a. This last parameter has
its neighbors a message it plans to forward, it checks len introduced in order to define a relevant deday the
all of its neighbors have received this message. If so, delay in the largest ring is of the order of a few milliseconds
cancels its forwarding process. If the node has in its cachdile in the smallest ring it is of the order of a few seconds
an advertisemenp for the service discovery request (or typically.
a response for the invocation requesn) then the node is  When the forwarding delay of a given message has expired,
expected to forwarg if this one is still valid. A forwarding Algorithm 3 is applied. If there are new nodes in the one-
delay is computed for message andp is put in the set of hop neighborhood, if the client is in the area where the
messages that must be sent. Otherwisenifs a response message can be disseminated, if the message is still valid an
for an invocation requedt (or if mis an advertisement for aif the message has next hops, the message is then considered
discovery reques), k is removed from the local cache in ordeas being forwardable. The headers of the message are then
not to be forwarded later, as well as from the set of messaggxlated. If the destination is known, the area where the
that must be forwarded. If messageis still valid and if the message can be propagated is updated in order to refine this
number of hops is greater than 0, messagés put in the area progressively until reaching the destination. Moeedl/
local cache, and the sety, is updated (i.e., the set of nodeghe destination is known, the mobile device checks whether i
that are known to have received messagget). Messagen is closed to the destination than the last forwarder, and, ifts
is put in the set of messages that must be forwarded andidates the number of hops, the location of the last forwarde
forwarding delay is computed fam. When the forwarding with its own location and the set of nodes that have already
delay o, expires, Algorithm 3 will be applied. received the message, and puts the message in the outgoing
3) Computation and expiration of the forwarding delay: message queue. If the message has expired or if the number
Each mobile device computes a forwarding delay for eadii hops equals to 0, the message is removed from the local
message it receives. This delay prevents close devices froaghe.
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Algorithm 4 Location changes. The first service delivers the day’s weather forecast, wihiée
Data: m: the message that must be forwarded ;  #: the current time second pI’OVidES an access to a “yeIIow page” service, which
Lif [ffzc”’ 1> ¢ midate] & mlhops] > 0 & Az Ky can be invoked by nomadic people in order to find restaurants,
o (mphiretime — mjdate m[{hops g m . . .
2: then if (m[type] = response & L in m[expected area]) then m[recipient] « "*" ShOpS, etc. MObI_le chentsI are thus gxpected to submit time sa
3:  compute forwarding delay for m request to the first service and different ones to the second
service. In our simulations, we have considered succdgsive
Algorithm 5 Detection of new neighbor nodes. 50, 100, 500 and 1000 pedestrians carrying a PDA equipped
Data: 1 the new neighbor : 7 the current time vv_|th poth a Wi-Fi interface gnd a (_BPS receiver. Th_e commu-
; nication range of both mobile devices and infostationsegari
LA« N {n} from 60 to 80 m. Some of the pedestrians move randomly,
oralim < C hile others foll defined paths. Each pedestri v
3: if (mllifetime] > r — m[date] & m[hops] > 0) while others follow predefined paths. Each pedestrian maves
4:  then g (n ? Ko & in m{arca)) then compute forwarding delay for m a speed between 0.5 and 2 m/s. In our simulations, 30 % of the
5 else C « C— {m}

mobile devices act as clients of the above-mentioned s&syic
whereas the others only act as intermediate nodes. Theservi

) _ ) ) providers are expected to broadcast service advertissment
4) Location changesWhen reaching a given location, agyery 30 seconds when mobile devices are in their vicinity.

mobile host can trigger the forwarding of some messages. Fgfer discovering the services they are looking for, themts
instance, a mobile host that was far from the recipient ofigyoke these services every 3 minutes. In our experimergs, w
message it received can trigger the emission of this messagge assigned to all the messages a lifetime of 5 minutes and a
when it is at a given distance from the recipient. Similarlynaximum number of hops of 8. We present below the resuits
when entering the area where a client is likely to be recgiviiye optained for OLFServ in these various configurations, and
its service response, a mobile host, acting as an interteedige compare OLFServ with the Epidemic Routing Protocol
node, can both update the message headers in order_ that (@st) defined by Vahdat and Becker [13]. The objective of
message can be broadcast in this whole area and triggefifiisse experiments was to measure the ability to satisfy the

emission. When the mobile host has reached a given locatigfent service discovery and invocation efficiently withraal
Algorithm 4 is executed. We change the status of the respoRggnber of message copies.

in order that it is broadcast by the node in the whole area
specified by the provider. And for each message when we
become closer to the destination than the previous node ( 'eReSUItS
node from which we have received the message), we triggefFigure 2 and Figure 3 present the simulation results for
a message emission. the two kinds of services considered (the “weather forécast
5) New neighbor detectionWhen a new neighbor nodeservice S1 and the “yellow pages” service S2). Figure 2 gives
is discovered, the mobile host computes a forwarding deltye average number of emissions for a service advertisement
for all the messages that are still valid, that have next hodé&r S1 and S2) with OLFServ and with EPR. One can observe
if the new neighbor is not in the the list of nodes that hav@at the number of emissions increases drastically with ,EPR
already received the message and if the mobile host is in tBile it remains relatively constant with OLFServ. Indeed,
area where the message can be propagated. A new forwardiftiR when two hosts come into communication range of one
delay is computed in order to prevent the emission of the sa@@other, they exchange their summary vectors to determine
messages by different nodes that simultaneously disctreer Which messages stored remotely have not been seen by the

new neighbor node in their one-hop neighborhood. local host. In turn, each host then requests copies of messag
that it has not seen yet. In contrast in OLFServ, service
IV. EXPERIMENTS AND RESULTS advertisements are broadcast and not sent using a unicast co

we conducteH]unication model. Moreover, only a subset of the neighbor
nodes are expected to rebroadcast these advertisemeumts.in t

a series of simulations using the Madhoc simulatcE L . o .
(http://lagamemnon.uni.lu/~lhogie/madhoc), a metropolitan ad or S2, the number of emissions of a given service lnvchtlon
’ o ' .request is less than the half of the number of emissions

hoc network simulator that features the components reguire . . .
- : . of service advertisements (see Figure 3). These results are
for both realistic and large-scale simulations, as well tes t

tools essential to an effective monitoring of the simulate%onS'Stent with those expected. Indeed, the invocationasty

applications. This simulator, which is written in Javapals us are broadcast only by the nodes closer to the destination at

. ; . each hop. It must be noticed that the number of emissions
to run our middleware platform on it. In the current scergrio

. . : . . of invocation requests for S1 is less than that for S2. Again,
we focus on, service providers are fixed infostations degaloy ; : ) :
: . ; . . . the results are consistent with those expected: all thatslie
in a city, while clients are devices carried by humans.

interested in the “weather forecast” service submit theesam

. . . request, and obtain in return the same response during the

A. Experiments and simulation setup simulation. The mobile nodes that have stored a request and
The simulation environment we consider is an open areatbe associated response are able to establish a correlation

about 1 knd. Four infostations offering two different servicesbetween these messages, and are expected to send back to

are deployed in this environment. These services can the client the stored response when they receive a new simila

discovered and invoked in a circular area of a radius of 200 nequest. The number of requests for S1 decreases accooding t

In order to evaluate our protocol,

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-171-7 120



UBICOMM 2011 : The Fifth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

Service requests (S1) —
Service responses (S1
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Average number of emissions for a message
Average number of emissions for a message
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Figure 2. Service advertisement with OLFServ and EPR. Figure 3. Service invocation with OLFServ.

the number of clients. Such a phenomenon can be explaing@ z probabilistic metric, often called delivery preddity,
by the fact that a request is not forwarded by a node towargigt reflects how a neighbor node will be able to deliver
the destination if this node has already obtained the respoR message to its final recipient [16]. Before forwarding (or
associated with this request. This correlation teChnidesSending) a message, a mobile host asks its neighbors to infer
further detailed in [1]. Finally, it must be noticed that thgheir own delivery probability for the considered message,
mobility of nodes between the successive invocations dogsd then compares the probabilities returned by its neighbo
not allow benefiting from source routing when forwarding @nd chooses the best next carrier(s) among them. In CAR [7]
request towards a provider. Nevertheless, source rousg Bind GeOpps [3], the delivery probabilities are computedgisi
proved its efficiency in the forwarding of the responses, &th utility functions and Kalman filter prediction technis.
shown in Figure 2. Thus, the number of messages sent in B8R assumes an underlying MANET routing protocol that
network is reduced while offering a better service provisioconnects together nodes in the same MANET cloud. To reach
(see Table I). _ nodes outside the cloud, a sender looks for the node in its
As shown in Table I, the number of clients that havgyrrent cloud with the highest probability of deliveringeth
discovered the service they are looking for is greater WRiRE message successfully to the destination. GeOpps, which is
th_an with QLFServ. Neve_rtheless, the invocation success rag geographical delay-tolerant routing algorithm, exgldtie
with EPR is less than with OLFServ. Indeed, with OLFSergjeces of information provided by the vehicles’ navigation
messages are routed only in the areas where the servicesaflem in order to route the messages to a specific location.
be discovered and invoked, whereas with EPR, messages |3k@ CAR, HiBOp [8] also exploits context information in
routed in the whole simulation area. Consequently, with EPBrder to compute delivery probabilities. However, HiBOm ca
services can sometimes be discovered by the clients, but Betperceived as being more general than CAR since it does
invoked successfully due to the mobility of intermediatél@s, ot require an underlying routing protocol, and becauss it i
to the periodic exchange of messages (every 20 seconds) angldo able to exploit context for those destinations thatesod
the fixed number of hops. In contrast, with OLFServ, messaggs not know. HiBOp exploits history information in order to
are forwarded few milliseconds after their reception iadte improve the delivery probability accuracy, and does notenak
of being forwarded periodically. OLFServ thus offers a googredictions as CAR. Propicman [4], as for it, also exploits
responsiveness and delivery ratio while producing a lowgpntext information and uses the probability of nodes totmee
network load. the destination, and infers from it the delivery probapjliut
in a different way. When a node wants to send a message to
V. RELATED WORK another node, it sends to its neighbor nodes the information
Our work on OLFServ is related to works on broadcadt knows about the destination. Based on this informatiba, t
protocols [14], [15]. Indeed, some techniques that aim aeighbor nodes compute their delivery probability and nretu
reducing the number of message forwarders are adaptedtoin Prophet [5], the selection of the best neighbor node is
integrated to the specific context of service provision ibased on how frequently a node encounters another. When
opportunistic networks. two nodes meet, they exchange their summary vectors, which
However, the research works that follow the same objectivesgntain their delivery predictability information. If twoodes
as OLFServ are mainly led in the opportunistic networkindgo not meet for a while, the delivery predictability decresic
and/or delay/disrupted tolerant networking domain. When a node wants to send a message to another node, it
One of the first protocol in this domain is the Epidemiavill look for the neighbor node that has the highest amount
Routing Protocol [13], which can in a way be assimilated tof time encountering the destination, meaning that has the
a simple flooding, not suitable for environments with highighest delivery predictability to the destination. Fentimore,
density regions, since it would generate too much netwotlkis property is transitive. Unlike OLFServ, most of the abo
traffic and could even lead to network congestion. This drawentioned protocols rely on an history of contacts and a
back is addressed by protocols implementing methods aimipgediction of encounters in order to select the best next car
to assess the capability of a neighbor node to contributer(s). Computing such an history and a prediction is &yric
to the delivery of a given message. These methods usuglpblem, especially in environments composed of numerous
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EPR(50)|EPR(100)| EPR(500)| EPR(1000)[|OLFServ(50)| OLFServ(100)| OLFServ(500)| OLFServ(1000)
Number of clients that have discovered a provider 12 25 147 294 10 24 142 290
Avg delay of successful invocations to service S1 120 s 100 s 60 s 40 s 1.02s 0.58 s 0.43 s 0.42s
Avg delay of successful invocations to service S2 120 s 100 s 60 s 40s 3.32s 2.84s 243 s 242s
Average ratio of sucessful invocations 0.78 0.84 0.92 0.96 1 1 1 1
Table |

SIMULATION RESULTS FOR SERVICE DISCOVERY AND INVOCATION

mobile devices that move following irregular patterns,tsas

those hold by pedestrians in a city. Although they implement; s Ben sassi and N. Le Sommer, “Towards an Opportunistid a
various strategies aiming to select the next best carsets(

deliver a given message, the above-mentioned protocols are

not suited to service discovery. Indeed, they implemertheei

self-pruning heuristics making it possible for mobile nsde
decide if they should rebroadcast a message accordingito the
neighborhood perception, nor methods allowing to deségna}3
which subset of neighbor nodes must rebroadcast a mes$ag

used to broadcast service advertisements or service @iscov

requests network-wide, they will probably induce a storm o
messages and perhaps a network congestion.

Geographic routing protocols, such as GeRaf [17],
LAR [12] and Dream [18], propose forwarding techniques

similar to those implemented in OLFServ. Once a node had
a message to send, it broadcasts it while specifying its own

location and the location of the destination. All the nodes i

the coverage area will receive this message and will asselSb
their own capability to act as a relay, based on how close
they are to the destination. Dream and LAR also propose
some solutions in order to improve the message delivery if!
MANETS. For instance, based on location information, they

(2]

e.

f
(4]
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Abstract—This paper describes a way to transform basic
robotic platforms into Web remotely controllable robots. Our
goal is to achieve robot deployment anywhere, at anytime, at
low-cost. As soon as full or even restricted Internet access is
available (WiFi or 3G), the robot can be deployed and Web-
controlled. The distant user can send commands to the robot
and monitor the state of the robot. For example, the distant user
can make the robot move and get snapshots taken by the robot.

Keywords - Ubiquitous robot, Web control, service robotics.

I. INTRODUCTION

In the past years, we have been working on models for
ubiquitous systems [1] and one current application is an
ubiquitous system to enable persons with disabilities (related
to age or illness) to stay living in their home. In such an
application there are fix devices and mobile devices. From our
point of view, available mobile devices (autonomous robots)
are not satisfactory. Some of them are very expensive and
sometime not reliable, others are difficult to control. The
autonomy is also a major problem. The aim of this paper is to
propose a robot architecture especially designed for this kind
of HAL environment (Human Assisted Living Environment).
We focus on two main constraints. First, the robot must be
cheap enough to keep the proposed HAL system accessible to
the users. Second, it must be controllable over the network.

The use of network technologies inside robots is nowadays
classical [2], [3]. A WiFi network can be used and an on-board
Web server may allow control of the robot from anywhere in
the world. This solution can be easily implemented. It is used
in the commercial Rovio WowWee robot [12]. Unfortunately,
it has some disadvantages. First, a moving robot evolves in a
limited WiFi area and may get out of control. That is a major
problem for outdoor robots. Second, a robot including an on-
board server cannot use any WiFi router without configuration.
This means that deploying a remote controlled robot is not a
”plug-and-play” operation.

Current 3G coverage is now so wide that it provides almost
universal Internet access. Unfortunately, 3G networks are not
perfect for remote control of robots. Many 3G providers block
all ports except some outgoing ports (HTTP port 80, HTTPS
port 443, etc.). This means that an on-board web server cannot
work on a remote controlled robot. This restriction can be
overcome by using HTTP tunnelling [7]. A distant server
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is used and all communications performed are encapsulated
using the HTTP protocol. The main problem of this solution
is often the lack of performance due to the overhead of
communications in the distant server.

In this paper, we propose to use distant servers for only one
purpose: ensuring efficient robot control in a restricted Internet
environment. We will adapt HTTP tunneling to remote robot
control in order to guarantee correct performances and simple
configuration. The remote user has no direct access to the robot
and sends commands to a distant server which will transmit
them to the robot (Fig. 1). On the other side, the robot can
send its state to the distant server, making it available to the
user (internal state of the robot, snapshots of the environment,
etc).

The distant server can control several robots which can be in
various locations. The only thing required is the ability of the
robot to send HTTP requests to the distant server. Either WiFi
or restricted 3G networks can be used. Installing a robot at
anytime and anywhere in the world is possible as soon as basic
Internet access is available (for example, only an outgoing port
80).

In this paper, we first present a basic robotic platform
which includes a robot that moves/turns forward or backward
on tracks when powered. It is used with a computer which
has the ability to control the robotic platform and get an
Internet access. We then show how to obtain Web-control
and transform it into a communicating robot which can be
easily deployed anywhere. This ubiquitous robot [4], [5], [6]
is designed to be integrated in an ubiquitous environment.

Distant
user
Distant —
server S
-
Distant
robot
Fig. 1. The proposed architecture.
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II. THE BASIC ROBOTIC PLATFORM

Many commercial Web-controllable robots such as Miabot
[13] or WoWee Rovio [12] are available. They can be used
in an ubiquitous environment to monitor a house. The Miabot
robot is rather small (about 3 inches long). The WoWee is
bigger (about 14 inches long). Both are not easily expandable.
That is why we start from an open robotic platform which
includes only two tracks. It is a Rover 5 from RobotBase (Fig.
2). The size is that of the WoWee Rovio. When powered, it
can move forward or backward and turn. It is strong enough
to carry a computer and some electronic devices (up to two
kilograms). The robot is controlled by the computer it carries
and the computer is connected to the network to get Web-
control. As the computer is a standard PC, external devices
can be easily connected to upgrade the robot. The total cost
(computer included) is comparable to that of a WoWee Rovio.
Our robot is designed to be integrated in a low-cost ubiquitous
system.

The computer we use is a PC which can be disk-less and
screen-less and must run on batteries. We made tests with a
Linutop computer [14] as well as with a standard mini laptop.
A USB key (3G key or WiFi Key) provides Internet access.
A Linux system (ISO file) is set on another USB Key and
the computer boots from it in such a way that the whole
system is running in Ram-Disk. The system is configured to
automatically load the network configuration (WiFi WEP key,
etc.) from a text file on the USB key. This text file is not
included into the ISO system file. This file is loaded by the
Linux system at boot time (the system executes an “ifup”
Linux command to load the network configuration). Thus,
editing this file before starting the system is the only thing
required to ensure network connection.

A Phidget 1017 electronic board (Fig. 3) including an USB
port and 8 DPDT relays (Double-Pole Double-Throw) is used
as an interface between the computer and the robot [11], [15].
We use the Java language to control the relays.

The Phidget board just avoid soldering and micro-controller
programming. The computer controls the DPDT relays through
the USB port. Two relays (one per track) are used to make
the robot presented above move or turn. Two more relays are
required to reverse the current (one per track) and make the
robot move or turn, forward or backward.

The basic Rover 5 robot.

Fig. 2.

Copyright (c) IARIA, 2011. ISBN: 978-1-61208-171-7

III. WEB-CONTROL OF THE ROBOT

We want our system working even if Internet access is
restricted, i.e. if some ports are not available. For example,
the system must work if there is only one outgoing port 80
available. That means that the robot cannot wait neither for
HTTP requests nor any other request. The robot will only
send HTTP requests and wait for HTTP responses. Our robot
has the ability to do that because the system is connected to
the Internet and a Java program inside a Unix process can be
launched to send HTTP requests.

On the user side, it is the same thing. We want the distant
user send only HTTP requests and wait for HTTP responses.
The only thing required on the user side will be a Web browser,
for example, running on a PC Phone.

A. The distant server

In that system, the distant user has no direct access to the
robot and we use an additional distant server. The distant user
sends a robot command to the distant Web server through a
Web interface. The distant server forwards the command to
the robot.

1) Encapsulating robot commands into HTTP requests:
To send commands to the robot, the distant user uses a Web
interface which displays buttons and various fields. A robot
command is nothing but a Web form. For example, the distant
user clicks on the "MOVE FORWARD” button to make the
robot move forward. Parameters can be used, for example,
how long the robot must keep moving. The Web browser
will automatically encapsulate the parameters of the robot
command (i.e the Web form) inside an HTTP request. The
distant server processes the request as soon as it is sent.

2) Processing HTTP requests by Servlets: To process
HTTP requests on the distant server, we use an Apache Web
server [8]. Requests received are first forwarded to a second
Web server which is a Tomcat Web server [9]. Servlets running
on the Tomcat server process the requests and extract the
parameters (Fig. 4). The Apache server is only used to provide
a standard access on port 80.

3) Forwarding requests to the robot: As we want the
system working with very limited Internet access, may be only
outgoing port 80, it is not possible to install any kind of server
on the robot. To make the system work, the robot first sends an
HTTP request to the distant server. The request is processed

PHIDGET

MOTOR #1

MOTOR #2 [/

Fig. 3. Phidget wiring.
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by a Servlet and let pending. As soon as the distant user sends
a robot command, the HTTP request processing resumes and
an HTTP response is sent to the robot. The robot command
is inserted in the HTTP response as a serialized object. If
the distant user does not send a robot command within a
few seconds, a timeout is triggered on the robot system. The
robot stops waiting for the current HTTP response. A new
HTTP request is sent to the distant server to wait for a robot
command. The system is working in four steps as shown above
(Fig.4) and below:

o The robot sends an HTTP request to wait for one com-
mand.

o The user sends an HTTP request which contains the robot
command.

o After having inserted the robot command in the HTTP
response, the distant server sends it to the robot.

o The HTTP response is sent to the user. This response can
carry various information about command processing by
the robot: in progress, not taken into account, etc.

4) Acknowledgment: An optional acknowledgment can be
sent from the robot to the distant server. As soon as the robot
has received or terminated a command, it can send an HTTP
request to the distant server. This optional acknowledgment
can also be sent from the distant server to the distant user.

B. Synchronisation and Servlet programming

The distant server synchronizes asynchronous HTTP re-
quests from the distant user and the robot. There is no
synchronization across the Internet except for single HTTP
requests. Synchronization only appears in the Servlet. It is
implemented by using Java monitors (“wait’ and “notify”).
When the robot sends an HTTP request, a "wait” is executed
in the Servlet. When the distant user sends an HTTP request
containing a robot command, a ’notify” is executed to let the
HTTP response including the robot command come back to
the robot. From the robot, a Java program only sends HTTP
requests and processes the responses.

SERVER

Fig. 4. Using Servlets for synchronization.
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IV. FULL ROBOT SENDING IMAGES

The robot platform includes a PC computer and can be
easily extended. Any device that can be connected to a PC can
be added to the robot platform and we focus on the example
of a Webcam. One or more Webcam can be connected to
the computer (Fig. 5). By using the same mechanism as that
shown above, the robot can send information about itself or
its environment to the distant server. In fact, as the distant
user sends requests to make the robot move, the distant user
send other requests to get information about the robot. In this
chapter, we will focus on how the distant user can get images
taken by the robot.

A. The distant user asks for images

The distant user can click on a button in the user interface
to ask for images. The distant user can also let the browser
automatically ask for images. In this case, a thread in the
browser periodically asks for images. In both cases, as seen
in III-A, an HTTP request is sent to the robot to ask for an
image.

B. The robot processes the image request

On the robot there is a Unix process to wait for robots
commands (MOVE, TURN, etc.). A second Unix process is
used to produce the images. We use a third Unix process to
wait for images requests and send the images. As the first
process, these processes are automatically launched when the
robot is powered. The second Unix process is a local WEB
server on the computer of the robot. Its role is to get images
from the Webcam and make them available through a local
Web server. We use MJPG-streamer [16] (also called MJPEG-
streamer or M-JPEG-streamer) to do that . It is a light solution
to stream JPEG files over an IP-based network. It can get
images from a Webcam plugged on a USB port. We use the
following options:

¢ 7- - resolution 320x240” to send images of that size

e 7- - device /dev/videoO -y” so the streamer can only use
”yuv” mode to output the images (this is because our PC
is USB2.0)

e - - port 8090” to ouput images on port 8090

Track #1

USB Webcam USB Phidget

Track #2

e »

S = I
» \ Battery #1 Battery #2
Bootable
USsB USB

Fig. 5. Robot components including Webcam
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MJPG-streamer is able to send streams over the network but
we use it only to send snapshots. MJPG-streamer is not CPU
hungry. It consumes less than 10% CPU. Several Webcams can
be connected to the PCs and several MJPG-streamer can be
launched (/dev/videoO port 8090, /dev/videol port 8091, etc.).
The third Unix process is used to wait for image requests from
the distant user. It gets the images from the second process
(MJPG-streamer) and sends them to the distant server which
forwards them to the distant user. The process waits for image
requests as if it was waiting for other robot commands. An
HTTP request is sent from the distant user to the distant server
which ensures synchronization. We just use a different Servlet
to let this HTTP request pending until an image request comes
from the distant user. When the third process receives the
HTTP response from the distant server, it sends a new HTTP
request to the MJPG-streamer server. The aim of this request
is to get an image. To get the image, we use an URL such as

http://localhost:8090/
?action=snapshot

The HTTP response contains a JPEG image which is
extracted and sent to the distant server as an attached file in an
HTTP request. Standard Java classes "URL” and “HttpURL-
Connection” are used to do that. On the distant server, we use
the Apache FileUpload package to extract the attached file
from the request and we write it to a file which can be loaded
and displayed by a Web Browser.

C. The distant server sends the image to the distant user

In fact, it is the distant user who asks for the image. To
send the HTTP request from the browser, we use the Javascript
language and the jQuery library [10]. As shown below, we use
Ajax capabilites of jQuery to perform an asynchronous HTTP
request.

S.ajax ({
type: "get",
url: "../servletImagel",
async: false,
success: function (data) {

1)

The HTTP request is processed on the distant server and
we have seen that the robot finally sends an image to the
distant server. A file containing an image is created on the
distant server. Synchronization is required inside the distant
server. The HTTP request from the distant user must be let
pending until a new image comes from the robot. At that
time, a response is sent to the distant user. On the user side,
the Ajax call is a success and a Javascript function is called.
This function has one parameter indicating whether an image
is available or not. If there are several distant user requests
pending, only one will get the ability to display the new image
and the other distant user requests will have no effect on the
user interface. To display the image, we use jQuery to modifiy
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the DOM (to modify the HTML elements). An "img” HTML
tag is present the distant user Web page. We use jQuery to
modify the ”src” attribute and change the displayed image.

S ("webcamO") .attr ("src",
"../servletImage2/?val="+
Math.random() ) ;

We use a Servlet to ensure that one image cannot be sent
twice to the distant user. The Servlet always sends the last
image produced. It sends an HTTP response whose content
type is “image/jpeg” and content is a JPEG image. The
”Math.random” parameter shown above just avoids the image
staying in a cache. A network failure will not affect the system.
Only some images will be lost.

D. The user interface

The user interface is a Web page. A form (not shown below)
is used to identify the distant user and to ensure that the robot
is available. When identified, the distant user can use buttons
to make the robot move. Images are displayed as they come
from the robot. Two parameters are available in the interface
shown in Fig. 6. The distant user can set the duration of a
robot command and the number of ms between two image
requests. The distant user can also monitor the network state
and get information about the time required to get the last
image.

E. Performances

Figure 7 shows the working robot powered with AA batter-
ies. By using a WiFi connection, the robot sends an average
of three images per second. By using a 3G connection, it is
almost one image per second.

] 'RODOL SeruE - ROBOLCONT ol Wwebcam | manial ipdate = Mazilla| FIrefon [=]=] =)
Fichicr Ecition Afichage Historigue Marque pages Cutils  Aids
& v 5 i [ le [hlppautcLuniv bresLiiobolSorvensbolhobolWebean  ~ | (S~ %)
|m | Release Notes [(Fedora Project~ [ Red Hatw  EfFree Contents g Reverir a Azite de r..
| & Robol Sever - Robol orbiol - | = v

Welcome page | Robot conmol |

Robot control - webeam = manual update

| rueft F. Right

‘ Fanward
webram wiehram

‘ Backward
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Bebrtaensomy IT ms
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Fig. 6. The user interface.
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Fig. 7.

The working robot.

V. CONCLUSION AND FUTURE TRENDS

The proposed system can work indoor or outdoor. It uses
free software (the Linux operating system) and thanks to
HTTP, can recover from temporary network failures. In the
future, it could be integrated in an ubiquitous environment
for remote monitoring. It is a cheap and modular platform.
The computer boots from a memory which is external. The
mechanical and electromechanical parts are separated from
the computer which is itself separated from the digital storage
medium that carries the operating system. In case of failure
of a component, the system can be repaired and restarted in
a short time. MTTR (mean time to repair) is significantly
reduced.

The hardware and the sofware of the proposed robot can
be easily upgraded. Local or remote image processing could
be performed. GPS or UWB (Ultra Wide Band) components
could be added for localization. If one component is added,
the operating system and the software can be upgraded plug
and play. There is only one USB key to replace.

When using the Linutop computer, autonomy is limited to
10mn. When using a laptop, it goes up to 1 hour or more but
a laptop is not easy to carry. Using a small tablet PC will be
probably a better solution as soon as a whole Linux system
will be available for them.

Copyright (c) IARIA, 2011. ISBN: 978-1-61208-171-7

In the future, a better network management could also
be implemented. For example, as soon as the WiFi signal
becomes weak, the system should be able to automatically
switch to 3G.
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Abstract—The modern mobile devices support diverse
distributed applications. The rapid deployment of these
applications demands brisk system-level performance
evaluation. Abstract workload based performance simulation
(ABSOLUT) has been successfully employed to evaluate the
performance of non-distributed applications. The main
advantages of ABSOLUT include the use of standard tools and
languages for example SystemC and UML2.0. To extend
ABSOLUT for the system-level performance simulation of
distributed applications, application workload models executed
in one device must trigger the execution of corresponding
workload models in another device. The main contribution of
this article is the application of Kahn Process networks (KPN)
model of computation (MOC) to extend ABSOLUT for the
system-level  performance simulation of distributed
applications. The approach is experimented with a case study
which employs GENESYS application architecture modelling.
The GENESYS adopts a service-oriented and component-
based design for distributed applications. The approach is not
limited to GENESYS and can be used for performance
evaluation of distributed applications designed via other
application design approaches. The UML2.0 MARTE profile,
PapyrusUML2.0 modelling tool and SystemC were used for
modelling and simulation.

Keywords-ABSOLUT; Kahn Process Networks; GENESYS;
distributed applications

. INTRODUCTION

The modern mobile handheld multimedia devices
support diverse distributed applications [1]. These
applications are often computationally intense and are
supported by heterogeneous multiprocessor platforms. The
challenges in the deployment of such applications are
twofold, i.e., the heterogeneous parallelism in platforms,
and the performance constraints.

The abstract workload based performance simulation
(ABSOLUT) approach has been extensively applied for the
performance simulation of non-distributed applications
where all the processes of an application are running on the
same platform and communicate via an inter-process
communication (IPC) mechanism.

So far, ABSOLUT [2] has not been used to evaluate the
performance of distributed applications, where the use-cases
span over the multiple devices operating in a ubiquitous
environment. In the performance models of such use-cases,
the application workload models are mapped to the platform
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models of the interacting devices. The execution of these
workload models must be synchronized to mimic the
modelled real world use-case.

A Model of Computation (MOC) is a general way of
describing the behaviour of a system in an abstract and
conceptual form, enabling the representation of system
requirements and constraints at a higher level. In general,
the MOC is described in a formal manner via mathematical
functions or set-theoretical notations or a combination of
them. Kahn Process Network (KPN) MOC is a process
based MOC [3]. The following properties make KPN a
suitable MOC for the performance modelling of distributed
applications [4].

e The processes in KPN MOC execute in parallel and
independent of each other. Likewise, in case of
distributed applications, the processes hosted by
different devices communicate via transport
technologies, execute in parallel and are independent
of each other.

e  Moreover, KPNs are determinate, i.e. irrespective of
the employed scheduling policy, for a given input
set, the same results will be obtained. This feature of
KPN MOC gives a lot of scheduling freedom that
can be exploited while mapping process networks
over various platforms in the design space
exploration process.

e Another desirable feature of KPN MOC is that the
control is completely distributed over individual
processes and no global scheduler is required. As a
result, distributing KPN for execution on a number
of processes is simple.

e The exchange of data is via FIFO buffers, i.e. there is
no global memory that has to be accessed by
multiple processes. In this way, the resource
contention is greatly reduced if the systems with
distributed memory are considered.

e  The synchronization mechanism is implemented via
blocking read mechanism on the FIFO channels. It is
quite simple and can be efficiently realized in both
hardware and software.

The main contribution of this paper is the instantiation of
KPN MOC [5] on top of ABSOLUT performance models to
extend it for the system-level performance simulation of
distributed applications. The approach is experimented with
a case study which elaborates the system-level performance
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evaluation of distributed GENESYS [5] applications. The
approach is also applicable to other distributed applications.

The rest of the paper is organized as follows: Section 2
gives an overview of landmark system level performance
simulation techniques and describes the ABSOLUT
performance simulation approach briefly. Section 3 provides
an overview of GENESYS application architecture
modelling. Section 4 explains ABSOLUT performance
simulation approach. Section 5 lists the properties of KPN
MOC which must be fulfilled for its correct instantiation
over ABSOLUT performance models. Section 6 elaborates
the main contribution of the article by describing the
instantiation of KPN MOC over ABSOLUT for the
performance simulation of distributed applications. This
section clearly illustrates the way KPN MOC properties
mentioned in Section 5 are fulfilled by the modelled
components. Section 7 identifies the layers of distributed
GENESYS applications and mentions the ABSOLUT
application workload model layers corresponding to each
layer of the GENESYS application model layer. This
section also identifies the ABSOLUT workload models that
correspond to processing nodes in KPN MOC. In Section 8,
the approach is experimented via a case study. Conclusions
and future work is elaborated in Section 9.

Il. RELATED WORK

Performance modelling has been approached in different
ways. SPADE [7] treats applications and architectures
separately via a trace-driven simulation approach. Artemis
[8] extends SPADE by involving virtual processors and
bounded buffers. The TAPES [9] abstracts functionalities by
processing latencies which cover the interaction of
associated sub-functions on the architecture without actually
running application code. ABSOLUT is a system-level
performance simulation approach for embedded systems
and employs abstract primitive instructions based workload
models and cycle-approximate platform component models.

To extend ABSOLUT for the performance evaluation of
distributed applications, the performance model must mimic
the execution of the use-case. In case of distributed
applications, after some processing in one device; a message
is sent to another process hosted by another device (usually
called a service request) called a server. After processing the
request, the server possibly sends a reply back to the
requester (usually called the client). In case of GENESYS
and other distributed application architectures, this message
passing between processes (hosted by different devices)
involves Transport, Data link and Physical layers of the OSI
model. Therefore the performance models must use either
abstract model of these layers to reduce the modelling effort
and increase the simulation scheme or employ some other
models of communication between these processes.

The instantiation of Kahn Process Network (KPN)
Model of Computation (MOC) over ABSOLUT abstracts
out the OSI model layers (Transport, Data link and Physical
layers) and the processing nodes (Process workload models
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in ABSOLUT) pass tokens (mimicking passed messages) to
one another via FIFO channels. This enhances the
simulation speed and also reduces the modelling effort.

IIl.  GENESYS APPLICATION MODELLING

In GENESYS, compliance of architectural views and
concepts across application domains forms basis of the
cross-domain architectural style [10]. GENESYS reference
architecture template provides core and optional services to
application components. The core services are fundamental
to any architecture. The optional services, built on top of the
core services, can be used in applications across multiple
domains.

The modelling process starts by describing a set of views
defined in GENESYS that are sufficient for the modelling
objective. GENESYS use-case view describes the
functionality of a system at a higher abstraction level by
means of use-cases. The structural view defines the interface
between an application and the sub-systems of the execution
platform. This interface describes the core and optional
services which the different sub-systems of the underlying
platform offer to an application. The syntactical view
describes the syntax the servers understand in order to
access their services. Sub-systems together with their
interfaces (set of services) are conceived as servers that
admit different messages from the application (client). The
behavioural view reflects the behavioural aspects of an
application and its encompassing services.

IV. PERFORMANCE SIMULATION APPROACH

The ABSOLUT performance evaluation approach
follows the Y-chart model [11], consisting of application
workloads and platform model [2]. After mapping the
workloads to the platform, the models are combined for
transaction-level performance simulation in SystemC. Based
on the simulation results, we can analyse e.g. processor
utilization, memory traffic and execution time. The
approach enables early performance evaluation, exhibits
light modelling effort, allows fast exploration iteration and
reuses application and platform models [2] .

A. Application Workload Model

The application workload model has a layered
architecture as explained in [2]. The hierarchical structure of
the application workload model is shown in Figure 1.

1 Main workload

1

Application workload

Application control

1

1

Process control

1 |Process workload

1 1

Function control Function workload

Figure 1: Hierarchical structure of application workload model.
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B. Platform Model

The platform model is an abstract hierarchical
representation of actual platform architecture. It is
composed of three layers: component layer, sub-system
layer, and platform architecture layer as shown in Figure 9.
Each layer has its own services, which are abstract views of
the architecture models. Services in sub-system and
platform architecture layers are invoked by application
workload models [2].

Platform

B
'l<< nterface>> \

Platform services

———————— >
<<Provides>>

1 layer
1.*

Subsystem Subsystem services

1 layer
1.

Component Component services

- b
<kinterface>> |

L —————

<<Provides>>

Component layer
Figure 2: Platform model layers.

V. PROPERTIES OF KPN MOC

KPN [2] consists of nodes that represent processes and
the communication channels (unbounded FIFO channels)
between these processes. In order to model parallel
computation, autonomous computing nodes are connected to
each other in a network by communication lines. A given
node performs computation on the received data via the
input lines using some memory of its own, to produce
output on some or all of its input lines. A communication
line transmits information within an unpredictable and finite
time. At any time a node either computes or waits for
information on one of its input lines.

KPN MOC has been used for synchronization among
ABSOLUT process workload models running on different
platform models (devices in real use-case). In the real use-
cases the software components of a distributed application
running on different devices pass messages to each other via
transport API functions over wired or wireless channels. In
the ABSOLUT performance model, this is abstracted by
token passing among process workload models over
unbounded FIFO channels.

The KPN MOC has a set of properties which must be
implemented to ensure the correct instantiation of KPN

MOC over ABSOLUT performance models. These
properties are listed below.
a. Read/Write Operations to channels: The

deterministic behavior of KPNs is mainly caused
by blocking reads and writes to the FIFO channel
instances.

b. FIFO channel read/write operations: A process
cannot wait for reading/writing of two different
FIFO channel instances at the same time.

c. Channel Access: If processes can access different
FIFO channels and more than one process can run
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on the same ABSOLUT platform model, then it
must be guaranteed that the platform model only
allows one process to access a single FIFO channel
instance for read/write operation at the same time.
This is important since the access to FIFO channels
is provided as a service by the ABSOLUT platform
(Operating System (OS) model) to the hosted
process workload models and more than one
process are allowed to access the same platform
service.

d. Process code behavior: The process code must be
blocked of computing while accessing a FIFO
channel instance.

e. FIFO channels: FIFO channels cannot be active. In
SystemC MOC, it means that the FIFO channel
models cannot contain sc_threads or sc_methods.

f. Definition of a KPN processes in ABSOLUT
context: The processes of the KPN network
formally correspond to software processes.
Therefore either the same convention should be
followed or the ABSOLUT workload models
corresponding to KPN processes must be
identified.

The requirements a, b, ¢ and d are fulfilled by
implementing a general mechanism which allows only one
process to access an operating system (OS) service at a time
and also blocks the execution of the requesting process until
the service request is completely processed. This
mechanism is modeled as an OS_Service base class. The
Channel Access services, i.e., token transmission and
reception are then derived from that base class. These
models are explained in Section 6. This section also
elaborate the modeling of KPN FIFO channels and the way
KPN FIFO channels are accessed, i.e., for read() and write()
operations for passing synchronization tokens. Section 7
describes the relationship between ABSOLUT workload
models and the KPN processes. Therefore, section 6 and
section 7 clearly illustrate the way requirements a,b,c,d,e
and f were satisfied by the modeled components.

VI.  INSTANTIATING KPN MOC oveErR ABSOLUT

To fulfil the requirements of KPN MOC stated in
previous section, the blocking read/write access to FIFO
channels, FIFO channels and related services must be
implemented and integrated to ABSOLUT.

A. Implementing Operating System Services

Instantiating KPN MOC over ABSOLUT demands a
mechanism for instantiating new platform services
(hardware “HW” and software “SW” platform services).
This mechanism is implemented as an OS_Service base
class which ensures blocking behaviour and scheduling of
the service requests such that only one request is processed
at any time for a particular service. The derived services
merely implement the functionality making the process of
modelling new services straight forward. In this way the
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required services are easily implemented by deriving them
from the OS_Service base class as shown in Figure 3.

Os_Service

b

«interface»
Generic_Serv_IF k-4

Token_Transmit_Service

Hardware_Services

Software_Services

Figure 3: OS_Service base class implementation

The OS_Service class implements the functionality
related to scheduling the requests of processes via request
queues and informs the requesting process on service
completion after taking it to running state again. At one time
only one service request is processed. After the processing
of a service is completed, the requesting process is informed
and then the next request is taken from the front of the
request queue for processing. The requesting process is
blocked (remains in the sleeping queue of the OS model)
until the execution of the request is completed.

More than one processes running on a single platform
can request the same service at the same time (in SystemC it
means in the same sequence of delta cycles) and are placed
in the service request queue of that service. The
implementation of the service processing ensures that only
one service is processed at a time and when the processing
is completed; the next request is fetched for service
processing. This is shown in Figure 4.

The three KPN processes (ABSOLUT process-level
workload models) running on the same platform (scheduled
by the same OS model) and access the platform services via
blocking interface are also show in Figure 4. Only one
request for a particular service is processed at any time and
a process cannot request more than one service at the same
time since its execution is blocked until the current request
is processed which resulted in blocking its execution.

Three GENESYS Server workload models
Hosted on a platform accessing an OS service.

GENESYS Server GENESYS Server )( GENESYS Server
Workload Model Workload Model Workload Model

o S

Wait_Service(SID) SID=Use_Service("Serv_Name”,Serv_Attributes)

Serv_1 Serv_(N-1, Serv_N

)
queue
Operating
System
Model

Serv_N
Start Processing
End Processing

Start Processing
End Processing

Figure 4: Diagram showing the mechanism employed by OS services
to execute requests of processes.
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The write access to KPN FIFO channels is implemented
as a derived class of OS_Service class and is called
“Token_Transmit_Service”. This service is registered to the
operating system model by the unique service name
“TokenTxServ”. The Token Passing service is accessed by
the Process Workload models by using its unique service
name “TokenTxServ” as shown in  Figure 5. The blocking
nature of this service (blocks the execution of the requesting
process) and the scheduling of service requests via queues
ensures that the properties a, b, ¢ and d of the KPN MOC
mentioned in Section V are satisfied. The read access to
KPN FIFO channels is implemented as a class called
“Token_Receive_Service” and is implemented similarly.
All the OS_Services are registered to the OS and used via
the same interface inside ABSOLUT process workload
models. This implementation guarantees that two or more
processes cannot access a single FIFO channel instance at
the same time. It also guarantees that one process cannot
read and write simultaneously at the same time since the
execution of the process is blocked until the request is
processed.

The read access to the FIFO channels is also
implemented in the same way and is a derived class of the
OS_Service base class to ensure that the aforementioned
properties (a,b,c and d) of the KPN MOC are fulfilled.

//Access a service named “Serv_Name” with appropriate attributes

Serv_id SID=SERVICE_OS(m_host)->use_service(“TokenTxServ”,Serv_Attributes);
//Wait for service completion If it is blocking

SERVICE_OS(m_host)->wait_service(SID);

Figure 5: Using Token_Transmit_Service by an ABSOLUT process
workload model

B. KPN FIFO Channels and Token Modelling

In KPN MOC, the processes communicate via FIFOs
channels [2]. If a FIFO channel instance is not empty, the
reading is non-blocking. If a FIFO channel instance is
empty, the reading process will block.

The standard SystemC ‘sc_fifo’ channel provides these
functionalities [4] and we can use them without any
modification. The ‘sc_fifo” channel has no sc_threads and
no sc_methods and hence is not an active channel since
activity in SystemC is only modelled via sc_threads and
sc_methods.This fulfils the requirement e Mentioned in
Section 5.

C. Token Passing and Reception

As shown in  Figure 5, while requesting an OS_Service,
the requesting process must provide the required service
attributes. Therefore for accessing the
“Token_Transmit_Service” and “Token_Receive_Service”
services, the requesting processes must provide the required
service attributes. The attributes for both these services are
modelled as a “KPN_Token_RW_Attributes™ class which is
derived from ““Serv_Attributes™ base class.

131



UBICOMM 2011 : The Fifth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

The “KPN_Token RW_Attributes class contains a
reference to the FIFO channel to which a KPN MOC Token
has to be written or read from. Any two ABSOLUT process
workload model communicating with each other (running
on different devices “platform models”) contain a references
to the same FIFO channel instance. One of them can only
perform read operations on the FIFO channel instance while
the other can only perform write operations.

The Tokens do not represent any data of the real use-
case since ABSOLUT employs non-functional application
workload models. Therefore tokens are modelled as integer
C++ data type, i.e., int. The ‘KPN_FIFO_Ch’ class is
derived from ‘sc_fifo’ primitive channel ‘class’ and does
not contain any additional methods or members. The
KPN_Token_RW_Aittributes class is shown in Figure 6.

class KPN_Token RW_Attributes : public Serv_Attributes

{

//Other class members

public:

//channel allocation to this token
void Allocate KPN_Ch( KPN_FIFO_Ch * param_ KPN_FIFO_Ch){
m _KPN FIFO Ch=param KPN FIFO Ch;

1
s

//Channel through which to which this token will be passed
private:
KPN FIFO_Ch * m_KPN_FIFO Ch;

//Other class members

Figure 6: Attributes class for accessing KPN_Token_Transmit and
KPN_Token_Receive service

The aforementioned modelling of KPN FIFO channels
and service attributes fulfil the requirement e of the KPN
MOC mentioned in Section 5.

VII. A KPN PROCESS INABSOLUT CONTEXT

Seamless integration of distributed GENESYS
application design phase to ABSOLUT application
workload modelling phase is conceived as layered
application architecture. After defining the layers in the
application model, the corresponding layers in the
ABSOLUT workload models are identified. In this way, the
application model acts as a blue print for the application
workload layers [12]. This reduces the time and effort in
application workload modelling and speeds up architectural
exploration phase.

In GENESYS [10], a distributed use-case can be viewed
as a controlled collaboration of service providers and
service requesters (both called Servers in GENESY'S instead
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of clients and servers) [5] running on different devices. For
example, if the use-case involves the collaboration among
“n”” GENESYS Servers, we can write

E.= { Cg ,Servy,Serv,,....,Serv,}, Q)

where Cg represents the control mimicking the collaboration
among nodes in order to satisfy the end-user use-case.

In the second layer each GENESYS Server is defined as
a process running on a particular platform , i.e.,

Serv = { Pgenesys }- 2

where Pgenesys represents a GENESY'S Server running on
a particular platform(called sub-system in GENESY'S).

In the third layer each running GENESYS server
(Peenesys) is represented as a controlled invocation of one
or more function workload models or platform service
requests. If a process consists of “k” processes and “I”
platform service requests, we can write

Peenesys = {Cp.F1, F2,..., F Ri, Ro, . R}, (3

where Cp is control.

The aforementioned GENESYS application model
layers are then compared to the ABSOLUT application
workload model layers as shown in Table 1.

TABLE 1: COMPARING GENESY'S APPLICATION ARCHITECTURE LAYERS TO
ABSOLUT WORKLOAD MODEL LAYERS

GENESYS
architecture layers

E.={Ca Servi,Serv,,.,Serv,}
Serv = { Peenesys }

Peenesys={Cp.F1, Fa,..., FuR1, R,
.. R}

Application Corresponding ABSOLUT

Workload Model Layers
W={Cx ,Servwld,, ,...., Servwld,}

Servwld = { Peenesyswia }

Pcenesyswia={Cp,FWld;,Fwld,...
Fwld,Rwld;, Rwld,,.., Rwld}

Where Servwld is an ABSOLUT application workload
model, Pgenesyswig 1S an ABSOLUT process workload
model and Fwld is an ABSOLUT function workload model.
Each ABSOLUT process workload model corresponds to a
KPN process which invokes the ABSOLUT function
workload models and platform services in a deterministic
order.

Each GENESYS Server Application level workload
model instantiates the single process workload model
mimicking the execution of a GENESYS server of a
distributed GENESYS application in the real use-case. Each
process workload model (Pgenesyswiga In Table 1)
corresponds to a single KPN processing node in KPN MOC
since the ABSOLUT processes code behaves in the same
way as the rules stated in Section 5 by using the
“Token_Transmit_Service” and “Token_Receive_Service”
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for FIFO channel access. This observation fulfills the
requirement f of the KPN MOC mentioned Section V.

Therefore from KPN MOC viewpoint, each Application
level workload model instantiates a computing node (in
ABSOLUT it means a Process-Level Workload models
which are shown in blue color in Figure 7) of the KPN
MOC. These computing nodes are connected via unbounded
FIFO channels for passing tokens in order to ensure
deterministic behavior as shown in Figure 7. Also one or
more Process workload models can run on the same
platform as in real use-cases as shown in Figure 7. In Figure
7, two nodes are running on the same platform (Platform 2).
Since the access to FIFO channels is blocking and only one
process can read or write to a single FIFO instance at a time
as explained in Section 6, therefore the deterministic
behavior of KPN MOC is guaranteed.

‘ Application level workload model ‘ ‘Process level workload model‘

‘ FIFO Channels for passing tokens ‘

uondaosey
‘uonez|uoIyduAs

DO Nd

Workload
Workload Workload

-1N10Sav
DO DWaIsAS:

S80IMI8S Wwiope|d Buisn
~— 1 NINOJNOD—»-=—S[3pOjN uonedl|ddy 1 NT1OSHY— «—/UOISSILISUeI | 19)0ed—m

Processing
Workload

SID=Use_Service("Serv_Name”);

SID=Use_Service("Serv_Name”); Wait_Service(SID);

Wait_Service(SID);

Processing
\ Workloid |

Platform 1

Processing
Workload

Advadi
1niosav

Platform 2

Figure 7: KPN Nodes internals and access to KNP FIFO channels for
token passing.

VIIl. CASE STUDY

The case study describes the modeling and performance
evaluation of an Office Security (OS) application hosted on
a mobile device owned by a member of security staff. The
application has been previously presented in [7]. The device
hosting the application, communicates with three other
devices to avail different services. The
PersonCounterSubSystem gives the number of occupants in
the office and provides the video of office entrance. The
OfficeVideoSubSystem provides high resolution office
video. The FaceTrackerSubSystem provides the information
about the number of occupants sitting on the bench and
video showing the occupants.

Copyright (c) IARIA, 2011. ISBN: 978-1-61208-171-7

A. Application Model

The OS application uses services provided by Servers
running on different devices. Each Server communicates
with its respective streaming Server. Each device hosting a
Streaming server is fitted with an integrated camera
mounted at an appropriate position in office. The streaming
servers stream video frames to the requesting servers on
demand as shown in application views. It should be noted
that in GENESYS terminology, both the service requester
and provider are termed as Servers instead of client and
server as in case of internet applications.

1) Use-case view

The use-case view shows a system-level capability
SelectTheSecurityService shown in Figure 8 in terms of
device services.

. HUse®
< callocateds
(GENESYS_APPLICATION.
_GetBenchOccupaneyCount

wallocateds ) y
SelectTheSecurityServices A

'
'

) N

t. duser

.

' \ N
L RUSEY gpgen ausen

= . .
sallocateds T

)

(GENESYS_APF. )

«allocateds
' (GENESYS_APPL
| GetPersonCount
H - _§Ij|9w0fﬁce\li<@g9 . | —
\,:/ o .

- «allocateds

'
'
'

SecurityStaffMember

s
(GENESYS_APP

(GENESYS_APPLICATI = Entrancel|de o=

~_WatchBenchOccunancy -

Figure 8: Use-case view.

2) Behavioral View

The Behavioral view shows the behavior of an
application. Application invokes different services as use-
case evolves. This is shown in Figure 9.

[ RoomSecurityApplication

g: Idle ’ﬂ SelectTheSecurityServices

‘ «allocated, rtFeatures wallocated, rtFeature»
| WatchBenchOccupancy GetBenchOccupancyC...

| «allocated, rFe.. | ‘ callocated, rtFeat. ‘ l
| GetPersonCount | WatchOfficeVideo >

|' walocated, rt.
EntranceVideo

Pty

SelectAnotherService )

Figure 9: Operation of the Office Security Application.

3) Syntactical View
The syntactical view shows messages admitted by the
sub-systems as shown in Figure 10 and Figure 11. The
stereotypes used in syntactical view are described in detail
in [5].
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Figure 10: Sub-systems which serve the application directly.
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Figure 11: Sub-systems which serve the application indirectly.

B. ABSOLUT performance model

In the case of non-distributed applications, the overall
performance model consists of a single platform model to
which one or more applications workload models are
mapped. These application models represent the processing
load of the whole use-case [2].

In case of distributed applications, each server and client
(both called Servers in GENESYS) in real use-case is
modeled as a separate application-level workload model.
Each application-level workload model of a GENESYS
Server instantiates the process workload model mimicking
application execution in the real use-case. In the case of
performance models of distributed applications, at least two
process workload models are hosted on different platform
instances. The process workload models hosted on different
platform instances communicate with one another via FIFO
channels. The blocking read/write access to the channels is
implemented as platform services as explained in Section 6.

The process workload models hosted on same platform
communicate with one another via inter-process
communication (IPC) ABSOLUT model [13].

Therefore, in case of distributed applications, the overall
performance model consists of more than one application-
level workload models of clients and servers (both called
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Servers in GENESYS) hosted by at least two different
platform model instances. In this case, the performance
results for all the platform models are obtained separately
and analyzed to perform optimizations if required.

In the case study, each GENESYS server presented in
the application model is mapped to a separate multi-core
based platform model to analyze the performance results
and identify the potential bottlenecks at the software and
hardware side. The KPN view of the performance
simulation model is shown in Figure 12. The direction of

arrows indicates the direction in which the tokens are
passed.
Modified OMAP44-x
e

Modified OMAP44-x
ABSOLUT model

Node 3 )

Modified OMAP44-x Modified OMAP44-x
ABSOLUT model ABSOLUT model
Node 5 )

ABSOLUT model ABSOLUT model
Figure 12: Kahn process network model of the performance
simulation model

Node 1 and Node 2 represent the PersonCounter and the
PersonCounterStreamer server. Node 3 and Node 4
represent the OfficeVideo and OfficeVideoStreamer server
whereas Node 5 and Node 6 represent the FaceTracker and
FaceTrackerStreamer server. Node 7 represents the
application which is in the form of a control [12].
1) ABSOLUT Platform Model

Each ABSOLUT platform model used in the case study
is a modified OMAP-44x platform model which consists of
a single ARM Cortex-A9 multi-core processor [14] model
consisting of four cores along with SDRAM, a POWERVR
SGX40 graphics accelerator and an Image signal processor.
This is shown in Figure 13. These component models are
connected via an AMBA bus model [15].

In ABSOLUT methodology, the application models
contain approximate timing information. Thus the execution
platform is modelled at transaction level following OSCI
TLMZ2.0 standard [2].

The application workload models do not include
accurate address information and therefore the cache
architecture is simplified and cache misses are modelled
statistically [2]. Processor performance is taken into account
by defining clock frequency of cores. Architecture
efficiency of cores is modelled as average cycles-per-
instruction (CPI) value.

Modified OMAP44-x
ABSOLUT model

™| Noded L
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ARM Cortex-A9

MPCore
AMBA Bus SDRAM
POWERVR SGX40 Image Signal

Graphics accelerator Processor (ISP)
Figure 13: ABSOLUT platform model

Each core of ARM Cortex-A9 MP Core model has an L1
instruction and L1 data cache as shown in Figure 14.

Cortex-A9 CPU || Cortex-A9 CPU || Cortex-A9 CPU | | Cortex-A9 CPU
[ ] T 1 |
i-cache

‘ AMBA BUS INTERFACE ‘

d-cache | |i-cache|| d-cache

d-cache

i-cache

AMBA BUS

Figure 14: Diagram showing the quad-core processor (ARM Cortex-
A9 multi-core processor) model used in the performance

2) Application Workload Model

All the Servers elaborated in the application model were
programmed using OpenCV library [16]. The tool used for
the workload extraction is ABSINTH [2]. ABSINTH
generates one Function workload models for each function
in the application if the function lies in the user-space code
or is provided by an external library. The workload models
of the Transport API functions (mostly system calls) such as
TCP/IP, Bluetooth and UDP API functions are not extracted
and instead one stub is generated for each system call.

The stubs corresponding to message sending and
receiving API functions, for example send() and receive()
API function calls in case of TCP/IP are replaced by the
service requests of “Token_Transmit_Service” and
“Token_Receive_Service” mimicking the transmission and
reception of actual message in real use-case. Any two nodes
communicating in this way have the reference to the same
KPN FIFO channel instance.

C. Co-Simulation and performance results

During the execution of application, the end-user
requests the bench occupancy and the video of the
occupants. The video frames are streamed form the
FaceTrackerServer to the mobile device of the Security
Staff member. Then the security staff member invokes other
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services one by one, switching between them after 1->2
minutes each.

Each GENESYS Server Application workload model is
mapped to its respective platforms as shown in Figure 12
and the resultant performance model is run to obtain
performance results. The results of all the platforms (called
Sub-systems in GENESYS) and their hosted Servers are
written to one text file in the form of different sections, one
for each platform and its hosted GNESYS servers. In this
paper we only present the performance results of the
platform hosting the FaceTrackerStreamerServer.

The simulation execution can be easily exited after any
pre-decided simulation time, for example after 20 seconds
(time in terms of SystemC time model) or another event in
the simulation for example the number of streamed packets
from one Server to another or from a Server to the
Application. When the pre-decided condition is met during
simulation, the sc_stop() function is called. After that the
destructor of the results reporting class is called which
writes the gathered results to a text file for analysis.

1) Performance Results (Platform)

Since the FaceTrackerStreamerServer was implemented
entirely as software, the Graphics Accelerator and Image
Processor Services available from the platform were not
used. Therefore only the utilization of the processor cores of
platform hosting FaceTrackerStreamerServer is shown in
Figure 15. This platform is called FaceTrackerStreamer-
Sub-system as shown in Figure 11. The simulation was run
for streaming of 10, 100 and 1000 packets. The solid bar
corresponds to 10 packets, bar with horizontal pattern shows
use-case of 100 packets and diagonal pattern corresponds to
1000 packets.

Percentage utilization
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Percentage Utilization Per Core

10 %

AMIMMMIIHIHITHITHITH Ittty

N

L e e P

E.

Core 3

Core 0 Core 2
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Figure 15: Utilization time of processor cores as compared to overall
Utilization time of the CPU

The cache statistics of the platform (FaceTracker-
StreamerSubsystem) are shown below for 1000 video frame
transmissions.
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Figure 16: Cache hits miss statistics of the Sub-system (platform
hosting a server, i.e., FaceTrackerStreamerServer).

2) Performance Results (Application)

By analysing the processing times of the application
source code and the percentage utilization of multi-core
processor model by different external library and user-space
code, we can find the potential bottlenecks in the application
implementation, which will help to perform required
optimizations. For example, by analysing the processing
times of the functionalities which can affect a particular
non-functional property for example frame rate for
FaceTrackerStreamerServer, we can find out whether the
implementation of the software components satisfies this
non-functional property.

This non-functional property is annotated in the
application syntactical view. The processing times of the
functionalities which can affect the Frame Rate are first
identified. In the next step, their processing times and
processor utilization percentage with respect to the overall
utilization by all application software components are
recorded. The functionalities and the corresponding
OPENcv library [16] and user space functions which
provide these functionalities are shown in Table 2.
DetectAndDrawFaces and Sendlmage are user space
functions. SendImage is a wrapper around BSD API send()
function.

TABLE 2: SHORTLISTED FUNCTIONS THAT CAN AFFECT THE FRAME RATE (A
NON-FUNCTIONAL PROPERTY) OF FACETRACKERSTREAMERSERVER

Functionality Shortlisted
Function

Use Camera for frame capture cvCaptureFromCAM
Get a frame from camera cvQuerryFrame
Create and store Image cvCreatelmage
Detect and draw faces DetectAndDrawFaces
Show the result cvShowlmage
Send the Image SendImage
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The operations mentioned in the above table are
pipelined (except cvCaptureFromCAM which is called just
once) and are executed in the order shown in the activity
diagram of Figure 17.

Use Camera for frame
capturecvCaptureFromCAM

4
Get a frame from
cameracvQuerryFrame

v
‘ Create and store ‘

ImagecvCreatelmage

l

Detect and draw
facesDetectAndDrawFaces

Show the result
cvShowlmage

Send the
ImageSendimage

Figure 17: Functionalities and related OPENcv functions that can
affect non-functional property Frame Rate

In order to satisfy the required frame rate of
FaceTrackerStreamerServer, i.e., 25 frames/sec, each of
these operations must be performed within 1/25 seconds (40
milliseconds) [6]. The processing times and the percentage
processor utilization of the aforementioned functions are
shown in Figure 18 and Figure 19. It is seen that all the
operations are performed within 22000 microseconds or 22
milliseconds.
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Figure 18: Execution times of functionalities that can affect the
non-functional property Frame rate of Face Tracker Streamer Sub-system

The processor utilization graph shows that drawing and
detection of faces takes 41% of the CPU time in proportion
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to the overall CPU time taken by all the application
functions considered.
Percentage Utilizations Of
shortlisted FaceTrackerServer

50 % Functions
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20% E7
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Percentage CPU Utilization

ANANNNNNNRNRRNNNNNNNNNRRR J

A

0%

FaceTrackerServerFunctions
Figure 19: Percentage CPU Utilization of the functionalities that can
affect Frame rate of Face Tracker Streamer Sub-system

The obtained performance results are used to perform
appropriate changes in the application models by replacing
the software components with more light weight
implementations or by making changes in the platform
model if the performance requirements (non-functional
properties) are not met. If the performance requirements are
met by all the platform and software components, the
architectural exploration stops and the implementation
phase starts.

IX. CONCLUSION AND FUTURE WORK

The KPN MOC was instantiated over ABSOLUT
performance models to extend it for the performance
evaluation of distributed applications. The approach was
experimented with a case study. In the future functional
MAC, transport and physical layer models will be integrated
to ABSOLUT along with active channel models.
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Abstract—Ubiquitous computing applications are frequently
long-running and highly distributed, leading to bugs that
only become apparent far from and long after their original
point of appearance. Such bugs are hard to find. This paper
describes the Interaction Analyzer, a debugging tool for
ubiquitous computing applications that addresses this
problem. The Interaction Analyzer uses protocol definitions
and histories of executions that displayed bad behavior to
assist developers in quickly finding the original root cause of
the bug. We describe the architecture of the tool and the
methods it uses to rapidly narrow in on bugs. We also report
overheads associated with the tool, simulation studies of its
ability to find bugs rapidly, and case studies of its use in
finding bugs in a real ubiquitous computing application.

Keywords-ubiquitous computing; debugging

L INTRODUCTION

Ubiquitous and pervasive computing systems are often
complex systems consisting of many different objects,
components and agents, interacting in complicated and
unpredictable ways. The real world frequently intrudes
into pervasive systems, adding to their unpredictability. As
a result, such systems can frequently display unexpected,
and often erroneous, behaviors. The size and complexity
of the systems and their interactions make it difficult for
developers to determine why these unexpected behaviors
occurred, which in turn makes it difficult to fix the
problems [1], [2], [3].

We built a system called the Interaction Analyzer to
help developers of complex ubiquitous computing systems
understand their systems’ behaviors and find and fix bugs.
The Interaction Analyzer gathers data from test runs of an
application. When unexpected behavior occurs, it uses the
data from that run and information provided during system
development to guide developers to the root cause of
errors. The Interaction Analyzer carefully selects events in
the execution and recommends that the human developers
more carefully examine them. In real cases, the Interaction
Analyzer has guided ubiquitous application developers to
the root cause of system bugs while only requiring them to
investigate a handful of events. In one case, the Interaction
Analyzer helped developers find a race condition that they
were previously unable to track down; the entire debugging
process took less than five minutes, while previously
developers had spent several days unsuccessfully tracking
the bug using more traditional debugging techniques.
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In this paper, we describe how the Interaction Analyzer
works and give both simulation results of its efficiency in
tracking bugs and cases where it found real bugs in a real
ubiquitous application. Section II describes the Panoply
system, for which the Interaction Analyzer was built, and
introduces the example ubiquitous. Section III describes
the Interaction Analyzer’s basic design and architecture.
Section IV provides simulation results and real case
studies. This section also includes basic overhead costs for
the Interaction Analyzer. Section V discusses related
work. Section VI presents our conclusions.

II.  PANOPLY AND THE SMART PARTY

The Interaction Analyzer was built as part of the
Panoply project. Panoply is a middleware framework to
support ubiquitous computing applications. This paper is
not primarily about Panoply itself, so only issues relevant
to the Interaction Analyzer will be discussed here. More
details on Panoply can be found in [4].

Panoply enables the simple creation, configuration, and
discovery of computational contexts that support
communication-based groups, location-based groups, and
interest- and task-based groups. These groups, called
spheres of influence, organize related peers, and scope
communication and configuration.  Panoply provides
primitives for setting up controlled communications among
ubiquitous computing application elements. For the
purpose of understanding the Interaction Analyzer, one can
regard Panoply as a support system for applications made
up of discrete, but interacting, components at various
physical locations. These components communicate by
message, and generally run code in response to the arrival
of a message. Code can also be running continuously or
periodically, or can be triggered by other events, such as a
sensor observing a real-world event.

Several applications have been built for Panoply, and
the Interaction Analyzer has been used to investigate many
of them. Due to space restrictions, we will limit our
discussion of the Interaction Analyzer’s use to one Panoply
application, the Smart Party [5].

In the Smart Party, a group of people attend a gathering
hosted at someone’s home. Each person carries a small
mobile device that stores its owner’s music preferences and
song collection. The party environment consists of a series
of rooms, each equipped with speakers. The home is
covered by one or more wireless access points.
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As each guest arrives, his mobile device automatically
associates with the correct network to connect it to the
Smart Party infrastructure. As party attendees move within
the party environment, each room programs an audio
playlist based on the communal music preferences of the
current room occupants and the content they have brought
to the party. Guests automatically and dynamically
collaborate with the host network, which manages their
collective preferences and steers the music choices. As
guests move from room to room, each room’s playlist
adjusts to the current occupants and their preferences.

The Smart Party can fail in many ways. It can overlook
users, or it can localize them into the wrong rooms. It can
fail to obtain preferences from some users. Its algorithms
for song selection can be flawed, resulting in endless
repetitions of the same song. It can unfairly disadvantage
some users in the selection. These are just a few of the
many possible causes of failures. Because it must take into
account user mobility, and even the possibility of users
leaving the Smart Party in the middle of any operation,
flawed code to handle dynamics can lead to multiple
problems. These characteristics, which caused a good deal
of difficulty in getting the Smart Party to operate properly,
are actually likely to be common to a wide range of
ubiquitous computing applications. Therefore, the Smart
Party is a good representative example of the complexities
of debugging a ubiquitous computing application.

The problems we actually encountered during the
development of the Smart Party application included music
playing in rooms with no occupants, failure of some Smart
Party components to join the application, and race
conditions that sometimes caused no music to play when it
should. These and other bugs in the Smart Party were
attacked with the Interaction Analyzer. The results will be
presented in Section I'V.

III. THE INTERACTION ANALYZER

A. Basic Design Assumption

The Interaction Analyzer was designed to help
developers debug their applications. Therefore, it was built
with certain assumptions:

¢ The source code for the application is available
and can be altered to provide useful information
that the Interaction Analyzer requires.

¢ The system was not for use during actual
application deployment. Thus, we could assume
more capable devices than might be available in
real use, and did not need to fix problems in
working environments.

* Knowledgeable developers would be available to
use the recommendations of the Interaction
Analyzer to find bugs. The Interaction Analyzer
does not to pinpoint the exact semantic cause of a
bug, but guides developers in quickly finding the
element of the system, hardware or software, that
was the root cause of the observed problem.

The Interaction Analyzer works on applications that
have been specially instrumented to gather information that
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will prove useful in the debugging process. This
instrumented application is run in a testing environment,
gathering data as the application runs. When developers
observe a bug that they need to diagnose, they stop the
application and invoke the Interaction Analyzer on the
information that has been saved during the run.

The instrumented code is wrapped by a conditional
statement that checks the value of a predefined boolean
constant. By altering this value, the instrumented code can
be easily removed in the final release of the binary.

B.  Protocol Definitions and Execution Histories

The Interaction Analyzer is organized around a protocol
definition (which specifies how the application is expected
to work) and an execution history (which describes what
actually happened in the run of the application). Each of
these is a directed graph of events, where an event
corresponds to some interesting activity in the execution of
the system. Developers instrument their code to indicate
when events occur and to store important information
about those events. An event can be primitive or high-level.
High-level events are typically composed of one or more
primitive events, under the control of the developer.

The Interaction Analyzer uses both temporal order and
causal order (such as sending a message necessarily
preceding its receipt) of events to build the execution
history of an application’s run. Some of these relationships
are found automatically by the Interaction Analyzer’s
examination of the source code, while some must be
provided explicitly by the developers using instrumentation
tools. By recording all events and their causal relationships
that occur during the execution of a system, one can
reconstruct the image and the detailed behavior of the
running system at any time [6].

The protocol definition describes how the system
should react and behave in different situations. We store
the protocol definition in event causality graph format. The
protocol definition is produced at design time, and the
execution history is produced at run time.

C. Creating the Protocol Definition

The protocol definition is a model of the application’s
expected behavior. Such modeling is always an essential
part of a large software project, and is helpful in smaller
projects, as well. Models help software developers ensure
that the program design supports many desirable
characteristics, including scalability and robustness [7].
The Interaction Analyzer requires developers to perform
such modeling using UML, a popular language for
program modeling. We added some additional elements to
the standard UML to support the Interaction Analyzer’s
needs, such as definitions of protocol events and relation
definitions. We modified a popular graphical UML tool,
ArgoUML [8], to create a tool called Argo-Analyzer that
helps developers build their protocol definition.

The details of Argo-Analyzer are extensive. Briefly,
developers use this tool to specify an application’s objects,
the relationships between them, the context, and the kinds
of events that can occur in a run of the application.
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The application is organized into objects. Object types
are defined using Argo-Analyzer. For source code written
in OOP languages (such as Java), the classes correspond to
the object types. These object definitions are used to
organize the protocol definition and describe interactions
between different application elements.

Relationship definitions describe relationships between
objects. Argo-Analyzer supports popular relationships such
as parent-child, as well as other user-defined relationships.

Event templates define the properties of an instance of
an important event in the application. There must be an
event template for each type of event in the application.
The Interaction Analyzer will use these templates to match
an execution event with an event in the protocol definition.

The developer uses these and a few other UML-based
elements to specify the protocol definition, which describes
how he expects his application to work. This definition is,
in essence, a directed graph describing causal chains of
events that are expected to occur in the application.

Serious effort is required to create the protocol
definition, but it is a part of the overall modeling effort that
well-designed programs should go through. As with any
modeling effort, the model might not match the actual
instantiation of the application. In such cases, an execution
history will not match the protocol definition, requiring the
developer to correct one or the other. In practice, we found
that it was not difficult to build protocol definitions for
applications like the Smart Party, and did not run into
serious problems with incorrect protocol definitions.
Mismatches between definitions and executions were
generally signs of implementation bugs.

D. Creating the Execution History

There is one protocol definition for any application, but
each execution of that application creates its own execution
history. The Interaction Analyzer helps direct users to
bugs by comparing the execution history for the actual run
to the expected execution.

The execution history is gathered by instrumenting the
application. We provide a library to help with this process.
This general-purpose Java library provides an interface to
generate different kinds of events and their important
attributes and parameters. An application generates an
entry in its execution history by calling a method in this
library. Doing so logs the entry into a trace file on the local
machine. Applications can also define their own kinds of
events, which the library can also log.

A typical analyzer record contains several fields,
including a unique ID for the event being recorded, a
developer-defined ID, information on the producer and
consumer of the event (such as the sender and receiver of a
message for a message-send event), timestamps, and
various parameters specific to the particular kind of event
being recorded. Most of the parameters are defined by the
application developers, who can also add more parameters
if the standard set does not meet their needs.

Adding the code required to record an analyzer event
costs about the same amount of effort as adding a printf
statement to a C program.
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Panoply applications run on virtual machines, one or
more on each participating physical machine. Each virtual
machine can run multiple threads, and each thread can
generate and log execution events to a local repository
using the Event Analyzer’s Execution History Generator
component. When a run is halted, the Log Provider
component on each participating physical machine gathers
the portion of the execution history from its local virtual
machines and sends it to a single Log Collector process
running on a centralized machine. When all logs from all
machines have been collected, the Log Collector collates
them into a single execution history.

E. Using the Interaction Analyzer

After developers have created the protocol definition,
instrumented their code to build the execution history, and
run the instrumented application, they may observe bugs or
unexpected behaviors during testing. This is when the
Interaction Analyzer becomes useful. Upon observing
behavior of this kind, the developer can halt the
application, gather the execution logs (with the help of the
Log Collector), and then feed them into the Interaction
Analyzer.  This graphical tool will then allow the
developers to obtain answers to a number of useful
debugging questions, including:

Why did an event E not occur?

2. Why did an incorrect event E occur?

3. What are the differences in behavior between
objects of the same type?

4. Why did an interaction take a long time?

Each of these types of questions requires somewhat
different support from the Interaction Analyzer. We will
concentrate on how it addresses questions of Type 1 and 2.

1) Type I Questions

Type 1 questions are about why something did not
happen when it should have. For example, in the Smart
Party, if a user is standing in one of the rooms of the party
and no music is playing there at all, developers want to
know “why is no music playing in that room?” There are
several possible reasons for this bug. Perhaps the user is
not recognized as being in that room. Perhaps the user’s
device failed to receive a request to provide his music
preferences. Perhaps the room was unable to download a
copy of the chosen song from wherever it was stored.

The Interaction Analyzer handles Type 1 questions by
comparing the protocol definition and the execution history
to generate possible explanations for the missing event.
The protocol definition describes event sequences that
could cause an instance of that event. The execution
history shows the set of events that actually happened, and
usually contains partial sequences of events matching the
sequences derived from the protocol history.  The
Interaction Analyzer determines which missing event or
events could have led to the execution of the event that
should have happened. These sequences are presented to
the developer, ordered by a heuristic. The heuristic
currently used for presenting possible descriptions of
missing events is, following Occam’s Razor, to suggest the
shortest sequence of missing events first. The developer
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examines the proposed sequence to determine if it explains
the missing event. If not, the Interaction Analyzer suggests
the next shortest sequence.

As a simplified example, say that music is not playing
in a room in the Smart Party when guests are present there.
The missing event is thus “play music in this room.” The
Interaction Analyzer will compare the sequence of events
in the actual execution where music did not play to the
protocol definition. It might come up with several
hypotheses for why music did not play. For example,
perhaps the guest who had selected a song failed to send it
to the player. Or the module that gathers suggestions might
have failed to ask any present guests for recommendations.
Or the guests might not have been properly recognized as
being in that room at all. The first of these three
explanations requires the fewest “missing events” to serve
as an explanation, so it would be investigated first.

The actual methods used by the Interaction Analyzer
are more complex [9], since links in the protocol definition
and execution history can have AND and OR relationships.
Also, the Interaction Analyzer makes use of contextual
information defined in the protocol definition and recorded
in the execution history. For example, if a Smart Party
supports music played in several different rooms, a
question about why music did not play in the living room
will not be matched by events that occurred in the kitchen.

2) Type 2 Questions

Type 2 questions are about why an incorrect event
occurred. In the Smart Party context, such questions might
be “why was Bill localized in the dining room instead of
the family room” or “why did music play in the entry hall
when no one was there?” Type 2 questions are thus about
events that appear in the execution history, but are seen by
the developer to either not belong in the history, or to have
some incorrect elements about their execution.

The Interaction Analyzer works on the assumption that
errors do not arise from nowhere. At some point, an event
in the application went awry, due to hardware or software
failures. The Interaction Analyzer further assumes that
incorrectness spreads along causal chains, so the events
caused by an incorrect event are likely to be incorrect
themselves. If a developer determines some event to be
incorrect, either that event itself created the error or one of
the events causing it was also erroneous. Working back, a
primal incorrect event caused a chain of incorrect events
that ultimately caused the observed incorrect event. The
developer must find that primal cause and fix the bug there.

Given these assumptions, the job of the Interaction
Analyzer in assisting with Type 2 questions is to guide the
developer to the primal source of error as quickly as
possible. A standard way in which people debug problems
in code is to work backwards from the place where the
error is observed, line by line, routine by routine, event by
event, until the primal error is found. However, this
approach often requires the developer to check the
correctness of many events. In situations where the
execution of the program is distributed and complex (as it
frequently is for ubiquitous applications), this technique
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may require the developer to analyze a very large number
of events before he finds the actual cause of the error.

Is there a better alternative? If one has the resources
that the Interaction Analyzer has, there is. The Interaction
Analyzer has a complete trace of all events that occurred in
the application, augmented by various parameter and
contextual information. Thus, the Interaction Analyzer can
quickly prune the execution history graph of all events that
did not cause the observed erroneous event, directly or
indirectly, leaving it with a graph of every event in the
execution history that could possibly have contained the
primal error. The question for the Interaction Analyzer is
now: in what order should these events be analyzed so that
the developer can most efficiently find that primal error?

Absent information about which events are more likely
than others to have run erroneously, any event in this
pruned graph is equally likely to be the source of the error.
Assume this graph contains N events. The final event
where the error was observed is not necessarily any more
likely to be the true source of the error than any other, and,
if the developer examines that event first and it was not the
source of the error, only one of N possibly erroneous
events has been eliminated from the graph. What if,
instead, the Interaction Analyzer directs the developer to
analyze some other event E chosen from the middle of the
graph? If that event proves correct, then all events that
caused it can be eliminated as the source of the primal
error. Event E was correct, so the observed error could not
have “flowed through” event E; thus the source of our error
is not upstream of E. It must be either downstream or in
some entirely different branch of the graph. If event E is
erroneous, and E is one of the initial events of the
application (one with no predecessor events in the graph),
that E is identified as the root cause. If E is not one of the
initial nodes, then it is on the path that led to the error, but
is not necessarily the original cause of the error. We now
repeat the algorithm, but with event E as the root of the
graph, not the event that the developer originally observed,
and we continue this process until we find the root cause.

With a little thought, one realizes that the ideal choice
of the first event to suggest to the developer would be an
event which, if it proves correct, eliminates half of the
remaining graph from consideration. If no such event can
be found, due to the shape of the graph, then choosing the
event whose analysis will eliminate as close to half the
graph as possible is the right choice.

This is the heuristic that the Interaction Analyzer uses.
It prunes irrelevant events from the execution history graph
and finds the event node in that graph whose elimination
would most nearly divide the remaining graph in half. It
then directs the developer to investigate that event. If the
event proves correct, half the graph is eliminated, and the
Interaction Analyzer then chooses another event using the
same heuristic. If the event that the developer examines is
erroneous, the Interaction Analyzer prunes the graph to use
this erroneous event as the new root, and finds an event in
the new graph to examine. Eventually, the highest
erroneous event in the graph is identified as the root cause.
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At each step, the developer manually investigates one
event and tells the Interaction Analyzer whether that event
is correct. But by using this technique, the developer need
not work his way entirely up the whole execution history
graph until he finds the problem. In general, the
Interaction Analyzer allows the developer to perform the
debugging with few human analysis steps. (In four real
cases, using the Analyzer required 4-12 events to be
examined, out of 200-21,000 total events, depending on the
case.) As long as the Interaction Analyzer’s automated
activities (building the graph, analyzing it to find the next
event to recommend, etc.) are significantly cheaper than a
human analysis step, this process is much faster and
cheaper than a more conventional debugging approach.

IV. USING THE INTERACTION ANALYZER

Here we present simulation results indicating how well
the Interaction Analyzer would perform when working
with execution graphs of different sizes. We also present
case studies involving the actual use of the Interaction
Analyzer in finding bugs in the Smart Party application,
and data on the performance overheads of the system.

A.  Simulation Results

To determine how the Interaction Analyzer would
perform when handling large execution graphs, we
generated artificial execution graphs of varying sizes and
properties (such as the branching factors in the graph).
Erroneous events and their root causes were generated
randomly. The results are too extensive to report here (see
[9] for full results), but one graph will give an enlightening
picture of the actual benefits of using this tool, and the
value of the algorithms it uses to find events for developers
to examine.

When looking for a Type 2 error (“why did this
incorrect event occur?”’), one could examine the graph of
all events that directly or indirectly caused the erroneous
event and randomly choose one to examine. Unless some
nodes are more likely to be erroneous than others,
randomly selecting one of the nodes to examine is no more
or no less likely to pinpoint the root case than walking back
step-by-step from the observed error, which is a traditional
debugging approach. For reasons not important to this
discussion, we have termed the algorithm that randomly
selects a node from the graph “Terminal-Walk.”

The algorithm that the Interaction Analyzer actually
uses (see Section III.LE.2) analyzes the portion of the
execution graph associated with the erroneous event and
directs the developer to an event whose correctness status
will essentially eliminate half the nodes in this graph. We
term this approach the “Half-Walk” algorithm.

Figure 1 shows the performance of these algorithms for
event graphs of different sizes. The x-axis parameter refers
to the number of nodes in the causal graph rooted at the
observed erroneous event, any one of which could be the
root cause of the observed error. The x-axis is a log scale.
The “Validation Cost” is in number of events, on average,
that the developer will need to examine by hand to find the
error. The graphs analyzed here have uniform branching
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factors and a uniform probability that any event in the
graph rooted at the observed erroneous event (including
that event itself) is the root cause of the error.
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80000 —e— Terminal-Walk

—=#— Half-Walk
60000

40000

Validation Cost

20000

0 P PR
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12000 24000 50000 100000 200000
Execution Size (events)

Figure 1. Terminal-Walk vs. Half-Walk Algorithm

The Terminal-Walk algorithm becomes expensive as
the number of potential causes of the observed error
grows. Each validation represents a human developer
examining code and state information for an event in the
system, which is likely to take at least a few minutes. The
Half-Walk algorithm, on the other hand, is well behaved,
displaying log, behavior.

In some situations, the probability of failure in each
event is known. For example, the system may consist of
sensors with a known rate of reporting false information.
Even if event failure probabilities are not perfectly known,
an experienced developer’s may have a sense of which
events are likeliest to be the root cause of errors. If the
developer has perfect knowledge of this kind, he will be
able to instantly assign a probability of being erroneous to
all events in the system. He might use an algorithm that
first examines the event with the highest probability of
being correct. If that event is indeed correct, he could
eliminate from further consideration all events that caused
that event. He could then move down the list of
probabilities as candidates are eliminated. We term this
algorithm the Highest-Walk algorithm.
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Figure 2. Highest-Walk Algorithm vs. Half-Walk Algorithm
Figure 2 shows the relative performance for the
Highest-Walk algorithm vs. the Half-Walk algorithm
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(which the Interaction Analyzer actually uses) for graphs
and root causes of the same kind shown in Figure 1.
Highest-Walk is, unlike Terminal-Walk, competitive with
Half-Walk, but Half-Walk is clearly better. For 200,000
events in an execution graph, Half-Walk will require the
developer to examine less than half as many events as
Highest-Walk would. The probability of being incorrect is
propagated down the event path, and thus the event with
highest probability of being incorrect is normally very far
from the root cause. Thus, the Highest-Walk does not
perform as well as Half-Walk.

B. Case Studies Using the Interaction Analyzer

Simulation studies are helpful in understanding the
Interaction Analyzer’s behavior in many different
circumstances, but ultimately the point of a debugging tool
is to prove helpful in debugging real problems. In this
section we describe how the Interaction Analyzer helped us
find real bugs in a real application, the Smart Party
application we introduced in Section II. This application
was not written to help us investigate the behavior of the
Interaction Analyzer. On the contrary, the Interaction
Analyzer was built to help us debug problems with the
Smart Party and other Panoply applications.

1) Music Playing in the Wrong Room

This bug occurred in the Smart Party when a party was
run with three rooms and one user. Music played in a
room where no user was present. Before availability of
the Interaction Analyzer, the developers of the Smart Party
had used traditional methods to find the root cause of this
problem, which proved to be that the module that
determined a user’s location had put him in the wrong
room. We did not keep records of how long the
debugging process took before the Interaction Analyzer
was available, but it was far from instant.

This was a Type 2 error, an event occurring
incorrectly. As mentioned in Section III, the Interaction
Analyzer uses contextual information when available to
guide the process of finding root causes. We investigated
this bug both with and without contextual information.
Without contextual information, the Analyzer had to
suggest six events (out of a possible 8000 in the execution
history) to pinpoint the problem. With contextual
information (the developer indicating which room he was
concerned about, which was not difficult to obtain), the
Interaction Analyzer found the problem in one step.

2) No Music Playing

This bug occurred in some, but not all, runs of the
Smart Party. A user would join the Smart Party, but no
music would play anywhere. Since this bug was non-
deterministic, it was extremely hard to find using standard
methods. In fact, the Smart Party developers were unable
to find the bug that way.

Once the Interaction Analyzer was available, it found
the bug the first time it occurred. This was a Type 1 error,
an event that did not occur when it should have. The
Interaction Analyzer found the root cause by comparing
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the protocol definition to the execution history and noting
a discrepancy. The Interaction Analyzer made use here of
its ability to deal with events at multiple hierarchical
levels. At the high level, it noted that music did not play
and that the high-level protocol definition said it should.
The Analyzer determined that the failure was due to not
responding to a request by the user for a localization map.
To further determine why that request wasn’t honored, the
Analyzer suggested to the developer that he dive down to
a lower protocol level, and, eventually, to an even lower
level. The bug ultimately proved to be in the code related
to how Panoply routed messages.

The Interaction Analyzer found this bug in three
queries, a process that took less than five minutes,
including the time required by the developers to examine
the code the Analyzer recommended they look at. The
developers had been unable to find this bug without the
Analyzer over the course of several weeks.

TABLE 1. INTERACTION ANALYZER COSTS

Operation Example Cost Average Cost
Import Exec Hist. | 3.5 seconds .35 msec/event
Preprocessing .3 seconds .03 msec/event
Load Prot. Def. 7 seconds .82 msec/element
Matching 12.2 seconds 1.18 msec/event
Total Time 23.0 seconds 2.48 msec/event

3) Interaction Analyzer Overheads

Table 1 shows some of the overheads associated with
using the Interaction Analyzer. The Example Cost column
shows the actual total elapsed times for handling all events
in a sample 11,000 event execution history. The Average
Cost column shows the normalized costs averaged over 20
real execution histories. These costs are paid every time a
developer runs the Interaction Analyzer, and essentially
represent a startup cost. For an 11,000 event run, then, the
developer needs to wait a bit less than half a minute before
his investigations can start.
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Figure 3. Time to Pick Validation Node
The other major overhead is the cost for the Interaction
Analyzer to respond to a user query. For queries of Types
1, 3, and 4, this cost is less than a second. For queries of
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Type 2, it depends on the size of the portion of the
execution history that is rooted at the event the developer
needs to investigate, not the size of the entire history. Any
event that exerted a causal influence on the event under
investigation must be considered. Figure 3 shows the time
required to choose an event for the developer to evaluate
for causal graphs of different sizes. If there are 100,000
events in the causal graph of the investigated event, it
takes around 17 seconds to recommend one to the
developer. This graph is log scale on the x-axis, so the
time is roughly linear as the number of events grows. The
Interaction Analyzer chooses an event for validation such
that its examination will eliminate around half of the
graph, so if the event in question is not the root cause, the
second recommendation will be made on a graph of half
the size of the original, and thus half the cost.

V. RELATED WORK

Several systems have supported debugging problems in
complex distributed systems. The most closely related are
those that build execution graphs based on data gathered
during a run. RAPIDE [10] was an early system that used
this approach, which was extended to build an execution
architecture that captured causal relationships between
runtime components [11]. The developers must manually
examine the graph to identify the causes.

The Event Recognizer [12] matches actual system
behavior from event stream instances to user-defined
behavior models to assist in debugging. The goal is to find
the mismatch and present it to the developers. Poutakidis
et al. [13] uses interaction protocol specifications and Petri
nets to detect interactions that do not follow the protocol.

Other approaches use non-graph-based methods to find
root causes. Yemini and Kliger [14] treat a set of bad
events as a code defining the problem, and uses decoding
methods to match it to known problems. Piao [15] uses
Bayesian network techniques to determine root causes of
errors in ubiquitous systems. Ramanathan [16] and
Urteaga [17] proposed systems for finding root causes of
errors in sensor networks based on examining various
metrics in those networks.

VI. CONCLUSIONS

Ubiquitous systems are complex, consisting of many
different components. Their dynamic nature makes it hard
to develop and debug them. Bugs often become evident
long after and far away from their actual cause. The
Interaction Analyzer provides quick, precise determination
of root causes of bugs in such systems. While developed
for Panoply, it can be adapted for many ubiquitous
computing environments. The Interaction Analyzer has
been demonstrated to have good performance by
simulation, and has been used to find actual bugs in real
ubiquitous computing environments, including cases
where more traditional debugging methods failed.
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Abstract — Ambient intelligence systems interact with their
surroundings using actuators and based on environnmal
data collected from sensors’ readings. Diagnosis inhis
context must address some particular challenges due the
dynamic nature of these systems and the impossiltjlito pre-
define control loops between sensors and actuatoad design
time. A possible solution to this problem is to basdiagnosis
on observed physical phenomena (effects) induced by
actuators and to reason over a pre-defined ontologgllowing
one to apply physical laws, to compare calculatedalues with
actual sensors’ readings and thus to notice anomaB which
corresponds to probable faults. This “effect’-basedmodel,
which describes the expected physical effects ofethactuators
onto the environment, allows one to perform basicidgnosis,
using a static view of the system. However, to penfm more
complete diagnosis, we claim that one has to takehd
dynamics of the system into account. To achieve #)i this
paper proposes to extend the simple “effect’-basesodel with
a behavioral model using temporal logic.

Keywords-Ambient intelligence; ubiquitous systems; sensor;
actuator; diagnosis, OWL; ontology; reasoning; physical law,
temporal logic

l. INTRODUCTION

Ambient intelligence systems are interactive system
that have an overall goal of satisfying users’ e
everyday life tasks using the least intrusive w&ych
systems interact with their environments using atcits and
sensors. The data collected by the latter keepsyiseem
aware of its environment. Depending on the tasénitéd,
the system uses these data to determine the attidake
using the necessary actuators in order to achfeveurrent
task. In this context, the system must have thenmea
check autonomously whether the actions are perfdrme
correctly. As a matter of fact, when the ambiersteym
sends out orders to an actuator, the informationiged in
return from the latter reflects only the receiptstof the
transmitted orders, not their actual execution. iRstance,
when the system activates a light bulb, it doesknotv if

Copyright (c) IARIA, 2011. ISBN: 978-1-61208-171-7

the light has really been switched on (for instadoe to a
damage to the bulb itself).

The particularity of ambient systems is that, umlik
traditional systems, physical resources (mainlyssenand
actuators) are not necessarily known at design. timéact
they are dynamically discovered and may appearoand/
disappear at run-time (depending for instance oar us
location), so control loops cannot be pre-deterthifidnat is
why control theory that is usually used to pre-tatee
closed control loops using ad-hoc sensors is nplicable
to this type of highly dynamic systems. The modeppsed
in [1] is a framework for building dynamically the
equivalent of control loops for ambient systems,usjng
available resources at a given time and using them
performdiagnosisat run-time. The approach is based on the
modeling of the physical phenomena (so-calkftects
expected in the environment and that may be pratibye
actuators and detected by sensors. This methogrbasn
itself to be well adapted to the dynamic naturemibient
systems, since it enables the system to automigtical
associate actuators and sensors, and thus, to elétiac
expected measurement provided by a given senson ahe
certain action is performed by an actuator (fotanese, an
increased light level may be expected when a balb i
activated). This way, the system is able to prodaoe
accurate diagnosis at run-time while allowing oméotally
decouple actuators and sensors at design time. \owe
deducing faults in such a situation might dependttmn
previous state of the system and of the environn(femt
instance, an error consisting in an unexpected drdjght
level is detected by comparing the current lighelewith
the previous one), thus it is crucial to considwsirt overall
temporal behavior. For this reason, this paperochtces
temporal extensions to the diagnosis framework gsed in
[1].

The remainder of this paper is organized as follows
Section 2 exposes the architecture of the diagnosis
framework and shows the required extensions sdnas t
constraints can be taken into account. Then, Sec3io
presents a complete example demonstrating our agipro
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Finally, the conclusion highlights some issues fiolure
work.

Il.  STATE OFTHE ART

One of the main particularities of ambient envireams
is that services, which goal is generally to sgtiséer's
preferences by performing a specific task (for exam
regulating room temperature) or assisting him/hanis/her
task (like assisting a user in some kitchen tasksg

system designer to thoroughly describe the systamesign
time. For these reasons, we introduce our apprab@ing

the decoupling of actuators and sensors in the hadide

enabling the system to deduce the links betweem the
runtime.

Ill.  THE DIAGNOSISFRAMEWORK

Before explaining the effect-based model and the
behavior of the diagnosis process, let us introdtiee

executed in the background in a way that they arecontext of use of the diagnosis framework. In Hig.the

unnoticeable by the user. Diagnosis in
environments can correspond to either verifyingt e
user has properly done his expected task, in wtaske it is
a user-behavior diagnosis, or verifying whether ghstem
actuators have performed their task properly, inctvicase
it is system-behavior diagnosis. This requiremenilding
non intrusive ambient systems, causes some diffésuin
fault detection. Indeed, it is unacceptable fooa mtrusive
system to flood the user with a large number ofltfau
detection data. In the same time, not informing uker of
detected faults may cause that users continue lyoore
failed services without noticing. So, in generahist
characteristic, which is working correctly in theckground,
shows how crucial the diagnosis task is. Moreoasthient
systems are becoming
complex, which makes diagnosis a nontrivial tagk [2
Many techniques are proposed for fault detection, f
instance in some assisted living systems (called simart

homes); the approach consists in gathering usea dat

(behavior, preferences, etc.) in order to apply hirec
learning techniques [3] to detect anomalies in bsdavior.
This approach allows us to perform user-behaviagmibsis.
With our work, what we are aiming for is a real¢m
system-behavior diagnosis framework (by device veam
actuators and sensors). In fact complex system# fau
detection techniques can be used in the case atedev
centered diagnosis. The challenge here is to censfk
most suited approaches to ambient systems’ chasite
and to adapt them if possible. One of these appesac
proposed for complex systems diagnosis is the roakstd
diagnosis technique. It is a technique based ogstem
description that is used to define the behavioreath
component within the system and the connectionsdm
these components [4]. The technique consists inlaimg
the system’s behavior and reasoning over the systedel.
Obtained information is used to compare the expecte
system behavior with the actual system behaviad, thos

to detect faults. The major challenge of this téghe is
combinatorial explosion which makes the approactess

for devices composed of a considerable number of

components [5].

In general, we notice that regardless of the ambres
proposed in existing work, it is always supposedt th
sensors and actuators,
somehow directly linked. In other words the model
explicitly contains the relationships that link @&tor actions
and sensor states. We claim that building suchi@fihks
is poorly adapted to highly dynamic ambient systems

Indeed, as devices are added to and removed from an Diagnosis Framework

ambient environment at runtime, it is very difficéibr the
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represented in the model, ar

ambient diagnosis framework is situated within the contektan

ambient system and its main components are illestrdt is
composed of an effect meta-model and a diagnosiseps.
The effect meta-model is instantiated to refleat Htatic
representation of the ambient system (static mpdel)
contains the actual system components along with th
expected physical phenomena to be observed in the
environment. The dynamic model defines the dynamic
behavior of possibly complex physical phenomenae Th
union of the dynamic and static model constitutes t
“system model instance”. The so-called “diagnosacpss”
performs run-time, background diagnosis on the armibi
system, based upon information drawn from the syste
model instance and the ambient system itself. lastiated

increasingly autonomous andby the directions of the arrows going toward thebismt

system from the diagnosis framework, the lattetdsigned
in such a way that it may be “grafted” onto the &nb
system without changing it.

It is to be noted that in this paper we do neitfiscuss
the modeling, nor the operation of the ambienteystWe
do rather discuss, in the following subsections,ittodeling
and the use of the effect meta-model, its possitdtances
and the diagnosis process.

A. The Effect Meta-Model

1) The Static Model

In order to have a generic approach we proposeta-me
model that is based on the modeling of ambient atbje
(mainly actuators and sensors) and the explicitrijeon
of the concept ofeffect The latter becomes the only
“deduced (via reasoning)” link between actuatorsd an
sensors. This meta-model is instantiated to reptee
diagnosed ambient system. To benefit from good
extensibility properties and broad tool support fater
software implementation of the diagnosis framework,
ontologies, namely OWL ontologies [6], have beeedu®
design the effect-based meta-model.

Ambient System

Intercepts Sy Rep
Events
\l Effect Meta-Model
N
Diagnosis Dynamic] Static
prgcess Use information Model Model
System Model
Instance

Figure 1. The Diagnosis Framework and the Ambient System
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In the proposed approach, illustrated in Fig. 2ty
structure of the effect meta-model ontology, thecept of
effect defines the relation between actuators anbms.
This definition is done in respect of the descoptof the
physical consequences of the actuators’ actionsthen
ambient environment and thus on the sensors’ rgadin
Such design requires an explicit definition of fhteysical
law. However this definition of physical laws is ramr less
detailed so the model (instance of the meta-model
representing the actual ambient environment on hwvhic
diagnosis is performed) can follow different leved$
granularity. The choice of the latter can depenuprag
other things, on the context of use, for instanssisted
living homes for blind persons would have a dethile
definition of the model for the propagation of sdwmaves.

The main contribution of this approach, as illustdaby
Fig. 2, is to eliminate any direct link, at desigime,
between sensors and actuators in an ambient em&nain
For example in an environment composed of a ligib b
(actuator) and a light sensor (sensor), the lighb kemits
(produces) light (effect). Light is characterizeg kght
intensity (effect property). Light sensor is sefesilio
(detects) its surrounding light intensity (measigab
property). To calculate (calculates) the light nsigy
(measurable property) that reaches the light seénsior the
light bulb considering the distance between themmodel
the fact that light intensity decreases with theasq of the
distance [7] (physical law). In the mathematicahfala of
this physical law the distance between the ligti laund the
light sensor must be expressed. The distance betiee
two components is deduced from their respectivetipos
(ambient object property). Once we have the resilthe
calculations of the physical law which is the lightensity
we expect around the light sensor, and we haveuhent
value of the light intensity given by the sensaelt, the
diagnosis is performed by comparing, according dmes
diagnosis strategy, the two values. With this mageldo
not impose a diagnosis strategy. So in generalthel
information provided by the model is in fact theamarable
physical properties values that are calculated hg
corresponding physical laws. These are the valhasare
expected to be read by the sensors. These valaghem
compared with their equivalent measurable physical
properties values that are given by the senscaslings.

As stated earlier, the physical laws can followfedént
levels of details. The benefits of such dynamiagn be
demonstrated when considering different contextsisd.
Let us consider the lighting system as an exanipé.us
say we are in the context of an ambient home lghti
system; in an ambient home we can imagine a light
propagation formula as a simple ON/OFF relatiowieen
light bulbs emitted light and light sensors’ reagin
However lighting a work space might use more finzirged
rules, so in this context the formula would use arem
accurate light propagation law (like the previously
mentioned inverse square law) to make sure thditt lig
intensity remains around the expected value. ltpigo the
final designer of the actual ambient system tordatee the
level of granularity appropriate to the context.

—
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Physical

Ambient Ambient Object
Object Property

T’E-a ¥

@ produces »( Etfect }—2sProperty Effect Property

Figure 2. The effect meta-model ontology schema

dependsOn

The main goal of this approach is to provide a dyica
diagnosis framework. The effect meta-model provittes
diagnosis framework with the necessary data. This @5
used by the diagnosis process to perform diagnosis.

2) The Dynamic Model

The effect based meta-model models effects as qdlysi
phenomena. Frequently, the latter depends on time
variables. To model temporal behavior a first solutvould
be to use Linear Temporal Logic (LTL). As a matiéfact
in addition of being a formalism for the specificat and
verification of concurrent and reactive systems[L§ in
fact a formalism for expressing qualitative prosrtabout
the execution of the system [8]. However when examgi
the behavior of the actuators in an ambient enwiemt, it
is noticeable that, from the time actuators arévaied,
most of the times, the physical impact takes aaoedelay
before it is observed. The durations of these delsry
depending on the type of the physical phenomena.
instance after turning on a heater, the heat effest is
supposed to be produced is not noticeable untiéréai
time has passed, the length of this time is defimgdeat
transfer laws. Such properties cannot be takenantmunt
by using classical linear-time temporal logic (LTLgjor
real-time systems where a run of a system is mddeatea
sequence of events that are time-stamped withvadaks,
which is the case here with times and durationsutated
by physical formula, LTL is inadequate. Insteaat, $uch
systems, modalities decorated with quantitativestraimts
over real values are required. A known extensianstah
logic is MTL (Metric Temporal Logic) in which modtés
of LTL are enriched with quantitative constraing. [With
MTL when describing the behavior of real-time systene
can consider deadlines between environment everds a
corresponding system responses. For exammeery
“alarm” is followed by a “shutdown” event in 10 tieunits
unless “all clear” is sounded first[10] can be represented
as:

Fo

o(alarm >0 1gyallclear [ 00, Shutdow)
O0,10)Means sometime in the next 10 time units.
Oq10p means in exactly 10 time units.

Although there are other alternative approaches to
extend LTL such as Timed Propositional Temporalitog
(TPTL) [11], MTL meets our needs at this stage.

B. The Diagnosis Process

The diagnosis process is a set of finite state mash
modeling the system’s behavior. It is using sensord
actuators related events as transitions of the emhliystem
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behavioral model to perform diagnosis tasks, heihee -

relation “Intercepts System Events” between theymiisis Hot Water Ta ol

process and the ambient system in Fig. 1. In fhet t A =

diagnosis process is a generic process that pesform . ﬁm‘
diagnosis based on one hand, the ambient system’s - e
behavioral model and, on the other hand, informatiom -

the system effect model (instance of the effectarneddel). : -— )

For example we can imagine a light diagnosis task @9

consisting in expecting an increase of the lighensity
value after light is turned on, or we can imagine a
continuous light intensity verification diagnosisopess,
during which the diagnosis task consists in vemiythat
light intensity value is kept around a certain eallihe latter
value changes according to both the received systemt
(light turned OFF or ON) and/or information dedudssim
the instance of the effect meta-model (light intgngalue
deduced from the distance between light sourceslighd

Figure 3. Components of the Bathtub Diagnosis Example

We suppose that the provided ambient system’s
behavioral model is composed of a set of finitetesta
machines (FSM) describing the system’s overall bieha
In this example, we isolate the part that descrthsks that
are related to the bathtub behavior. Fig. 4, isngplified
proposal of what the bathtub FSM would be. In this

Sensors). demonstrative example, we will see a simplifiedgdiasis

L ) . example on a specific task; corresponding to thiéint

1) The concept of time in the diagnosis framework  pathtub” state of the FSM. The latter task andrétative
In the proposed approach, the issue of “time” is {ansitions are the parts that are bold in Fig. 4.

considered from two angles; the first angle is tie®e a For this particular example, the temperature véthag is

physical variable in the physical formulas, theasetangle  requested by the system is 50°C and the level slité.

is time as part of the diagnosis framework dynamics Thjs is represented by the entering transition fiing
(behavioral model). In the first angle, time is dise the  pathtub”, the instantiation of this transition is:

physical formulas defined in the Static Model (amste of Start Filling [50 ; 150]

the effect meta-model). The fact that time is aretha The diagnosis process part of the diagnosis framewo
concept between the Static and the Dynamic mod#ids g jllustrated in Fig. 1, listens to system evéStart Filling
reason that the system model instance is divideu tino [50 ; 150]). Afterward, the diagnosis process wostdrt
interrelated parts as illustrated in Fig. 1. Wheaspnt in  nerforming diagnosis tasks related to the “fillibgthtub”
these formulas, time becomes a shared concepttlamsl,  state. In this example, we will consider a simpigdosis
the relation between the Static Model and the Dyoam a5k consisting in comparing, at every point inetinthe
Model. The latter, if necessary, uses time in tescdption  expected values of water level and temperature agthal
of the physical phenomena’s behavior, in which c&se ygjues read by the sensors. The comparison takes in
represented as a behavioral model. As for the dEi§n  account a tolerance value defined by the diagrusisess
process, it describes the system’s behavior waking into a5 a parameter of the physical law instance. A ajlob
account the physical phenomena’s impact on theesyst  ygriaple “time” is set to keep track of time elapsince the
overall behavior, which requires interacting withet beginning of the diagnosis process. The “time” usit
DynamiC Model's behavioral mOdel; this is the S&tangle chosen to be “seconds” so no conversion is needesh w
inwhich time is considered. The diagnosis processyseqd in physical laws. Physical laws, associateddth
intercepts ambient system events to perform diagr(ée  \yater temperature and water level, involve quantiédime
technique is detailed in the next subsection). dtnalenge constraints that can be described using MTL.

here L_°, to co_nsider bqth angles and their comlnaitito _ In the first part of this example, only physicaivathat
one diagnosis dynamic framework capable of perfogmi  gre related to water level are considered. Thendisig of
real time fault diagnosis. What is to be dealt widhte also  \yater temperature is dealt with in the second pEne

is the synchronization of time value with actuaSteyn's  mathematical formulas of these physical laws are:
time. It is the diagnosis process part of the fraor& that Water Flow Ambient Law:
handles this task.
Anmbi ent _Water _Quantity= (8]
IV." A DIAGNOSISEXAMPLE Water_Quantity(rbt)+Vater _Quantity(Qld)

In this example, we will see how diagnosis is penfed

when a bathtub is being filled. As illustrated iig.F3, we Water Flow Law for Hot and Cold Water:

have a bathtub and four actuators controlled bysylséem’s

controller: two water taps (a hot one and a cole) oa water Water _Quantity(Hot)= 2)
drain, and a resistor. The later role will be ekmd in the LO(Hbot) +Wat er _Di schar ge_Rat e(Hot)xt i me

second part of the example. There are also twoosena
thermometer and a level indicator, whose readiregp khe
system informed about the state of the environnfeater Water _Quantity(Col d)= 3)

temperature and level) in real-time. LO(ol d)+Wat er _Di schar ge_Rat e(Ql d)xt i me
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Start Filling[Temperatre ; Level] Stop Filling[ Temperatre ; Level]

Filling
BathTub
Maintaining

) : BatiTUb
Start Filling[ Temperatre ; Level] Conditions

Empty Bath[- ; 0]

Figure 4. Simplified FSM describing bathtub behavior

It is to be noted that “Ambient Water Level”, whigha
sensor’s reading given by the water level indicatditers,
and “Ambient Water Quantity” which is calculated the
Water Flow Ambient Lavn cnt, represent the same entity,

calculates

Ambient Water Fow
Water Level Ambient Law
Measurable Physical
Property Law
calculates
Water Quantity (Hot) ,
Law

dependsOn

Water Quantity (Cold)

Effect Property
hasPropert: -
Water Discharge
hasProperty Rate (Hot)
Water Discharge
Rate (Cold)

Figure 5. Effect-based model instance implementing the statidel
related to bathtub level diagnosis

Water Fow
Effect

Cold
Water Tap

Hot
‘Water Tap

which means that they are comparable entities aft
applying a simple rule of physical unit conversfoom liter
to cnt. Moreover, l (Initial level) is considered as null for
simplification reasons. These physical laws andemth
components of the effect meta-model instantiatihg t
ambient system by the diagnosis process are repegsby
the rectangles in Fig. 5.

The diagnosis process performing bathtub waterl lev

diagnosis uses information taken from this instaoté¢he
effect-based meta-model corresponding to everytpain
time diagnosis is performed. So, knowing the sy&em
water discharge rate value for hot and cold waderany
given time (timer value) the diagnosis process ltath
the value of the water level detected by the |éwéicator
sensor and the value of the expected water levelleted
by the stated physical laws. This information iedido
perform diagnosis. Let us suppose that we havenataot
“Water Discharge Rate” of 140¢fa for Cold water and
110cni/s for Hot Water. Let us also suppose that diagnosi
over water level is performed periodically evergetonds.
TABLE | illustrates the trace of the diagnosis mss for
the first 15 seconds after the order to the actaaiwater
taps) has been transmitted (“timer"=0 being the rwointhe
order has been transmitted).

The first two null values given by the level indima
sensor at the first and second diagnosis can Haiegd by
the fact that 750 cfnof water is not enough to fill the
bathtub floor so that water is detected by the aretimt is
fixed usually on the bathtub side. In this example,insist
on the fact that, so far, the output of the diaghase
information describing the expected state of thetesy after
the proper execution of the system’s command aattkte
framework does not impose a way of using the géedra
diagnosis information, nor how to compare them \aittual
sensors’ readings. The diagnosis results mightdael dior
textual warnings to the user of the ambient systama

TABLE I. WATER LEVEL DIAGNOSISTRACE FOR THE FIRSTLS
SECONDS
I Time | Ambient Water Quantity | Ambient Water Level Diag-
(From effect Model) (From Level I ndicator) nosis
0s 0.00 c(0.00 liter) 0.00 liter (= 2) OK
3s 750.00 cy(0.75 liter) 0.00 liter (£ 2) OK
6s 1500.00 cfin(1.50 liter) 1.42 liter (+ 2) oK
9s 2250.00 cM(2.25 liter) 2.00 liter (+2) OK
12s 3000.00cA(3.00 liter) 2.67 liter (+ 2) OK
15s | 3750.00 cf(3.75 liter) 3.04 liter (£ 2) oK

These control mechanisms have the particularitybéo
created at run-time. Using available actuatorssehmontrol
mechanisms would have been used to correct watet le
when a fault is reported by the diagnosis procéss.
instance this can be done by increasing the wageharge
rate when the level is less than expected and pgethie
water drain when the level is more than expectée. iSsue
of system’s behavioral control is not detailedriis tpaper.

It is to be noted that when dealing with water leve
diagnosis the dynamic part of the system modehntst is
not involved since we consider that in this casgettare no
non-negligible physically defined delays betweetuaior
actions (filling bathtub with water) and the sessor
responses (detecting the corresponding water lievéhe
bathtub). This is, of course, not the case in #wmosd part
of the example which is the water temperature diagn

art.

In this second part of the example, we consider ttie
bathtub offers a “hot tub” functionality. Water eddy
present in the bathtub is heated by an immersetingea
element that is basically composed of a resisttrabnverts
electric power into heat. This heating element vié
referred to as “resistor” for the rest of the pager this
particular case we suppose that our bath tub &dwtating
system has a power rating of 2kW. We also supplse t

feedback on what is going on and whether or not its yater comes only from the cold water tap. What wice

requested actions are being properly executedégybtem,
or, in other cases, it might be used by the amlsgstem
itself as input information to a certain control chanism
for fault correction.

Copyright (c) IARIA, 2011. ISBN: 978-1-61208-171-7

here is that the water temperature elevation iseiental
over time. In fact the time between the moment liictv the
heating element starts heating the water to a inerta
temperature and the moment in which the water e=atiat
temperature is non-negligible. Thus, this delagétecting,
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by the thermometer (sensors in general), the hpatition
(the physical phenomena’s actions) done by thestarsi
(actuators) on the water should be taken into denation

is closed. With this configuration we obtain thengaresults
for water level diagnosis as the first part of &xample. We
also consider that we have the property “heat pbyvéth

and should appear somewhere in the system model. Irthe value of 2500J/s) as an effect property of ‘theat

reality, from physics point of view, the incremdnteeat
elevation is caused, according to enthalpy theag}, [by
total accumulated quantity of energy Q added tosgstem
by the actuator, this value is calculated usingnéegration
of the instantaneous amount of power P generatethdy
resistor (we will call this effect “Heat Emissiorfféct”)
over time:

Q = JjtierfP(t)dt [joul €] (4

where t is the instant where the effect starts anis the
instant where the effect ends. To be able to perfdiscrete
calculations, this integral is converted into a sofninstant
power values in time:

Q = 2Zti.tnP(t) [joule] )

It is to be noted that in this method the calcuaterrent
temperature value depends on both, the currentupeat
power value (which is generated by the resistany the
previous (at t-1) calculated energy value. To dateuthe

ambient temperature of the water we use the enthalp

formula that states that at a constant volume agskpre:
V. C=AHAT (6)

where c is the water specific heat capacity, whghhe
amount of heat required to change water's temperdithe
volumetric heat capacity of water is 4.1796 Jda1 [13],
conversions from Kelvin to Celsius ought to be ideed
later), v is the total volume of the water (itsuain cni can
be deduced at any given time using (1), (2) any (3) is

the enthalpy variation andT is the temperature variation.

Under constant (atmospheric) pressure the quastitbeat
Q received by a system is equal to its enthalpygbaH.
So a body of volume v where the temperature (whiche

value to be calculated and compared with thermamete

reading) varies from to t receives the amount of heat:

Q= AH (7

To apply this to the effect-based model, an effect

representing the heat emission from the actuaesistor” is
instantiated. We call it “heat emission effect’isteffect has
the property power that we will call “heat powerthd
instantaneous amount of power P described earliér.
later along with other properties related to otkéects,
other actuators and/or other sensors will be usexvaluate
all the previously stated laws that are related“Heat
emission effect”. Indeed, results from water lepbkysical
laws (1), (2) and (3) are to be used in heat rel&es. As
for the values, to remain consistent with previesults for
water level diagnosis, we consider now that thel eehter

discharge rate is 250¢fa (which was previously the sum of

hot and cold water discharge rate), and that thevater tap
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emission effect” produced by the actuator “resistdve

also suppose that we have a constant loss of heaed by
the direct contact of the water with ambient aid ahe
bathtub material, this heat loss is representeda bheat
power” of -500J/s; to differentiate from previousah
property we call this property “heat loss”. The rabds

flexible in the sense that it offers many ways epresent
this loss in heat; the only constraints are to haveeffect
property of type “heat power” and of a negativeuealSo to
align this idea to the effect model, the “bathtutself is

instantiated as an actuator so that it can prodheat

emission effect” with “heat power” value of -500JAs a
total we then have a total “heat power” of 200@ifsduced
by the combination of heat loss and the resistdre T
resulting instances in the effect model are illkistd in Fig.
6, in which, the 4 heat related physical laws argplfied to
one instance.

During the first 3 minutes (180 seconds), we obth#
temperature diagnosis traces illustrated in TABLEraces
are taken every 30 seconds and initial temperatariation
is considered to be null “0K™).

Ambien
Object
‘ is-a
Water Tap
a Water Tap

To better understand the results let us consider th

diagnosis at the second 150.

e The water quantity calculated by the Water Flow
Ambient Law is 37500cf{=250cn?.s'x150s].

e The accumulated water heat energy, calculated by
(5), is 300000J [=2000J8150s].

« The ambient water temperature is calculated by (6)
and (7) as it is the result of the temperature
augmentation at t=150s, which is 1.9140K
[=300000/(v.c); where v=37500émand c=4.1796
J.cm®K™, plus the temperature at t=149s, which is
equal to 285.1947K. The final result is 287.1088K
(13.95°C).

The latter value is compared with the sensor readin

which is 13.07°C, the comparison gives a successful
diagnosis since we have a tolerance margin of 2°C.

Ambient Water

Water Flow
Ambient Law

Physical 9
i 3
Water Flow

Law

Water Discharge
Rate (Hot)

Water Discharge
Rate (Cold)

Heat Power
(Heat Loss)

Heat Emission
Effect

hasProperty

Figure 6. Effect-based model instance implementing the water
temperature diagnosis.
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TABLE II. WATER TEMPERATUREDIAGNOSIS TRACE
re) = >
g5 | B2 02 3
@ >0 =3 1o
B> Zc e Js
4 22| 52 52 ®SZ | o
3 |2 S0 ) 24y | &
| 251|258 Rgd 5303 | 2
o | 2L | &2 <= aszs> | 8
~ Q - Q2 o E —~ = =3 - @,
89| 38| 25 CEER
=& oo 25 833
35| 2z| 2%
25| a8 I g
o < <3 5
0 0 . . 17.03(x 2) [Faul
30 | 7500 | 60000 | 57.42(-215.72°C)  15.79(x Haul
60 | 15000| 120000 | 114.84 (-158.30°C) 13.23(% [Paul
90 | 22500 180000 | 172.26 (-100.88°C) 11.64( Baul
120 | 30000 240000 | 229.68 (-43.46°C)  10.02( Epul
150 | 37500 300000 | 287.10 (13.95°C] 13.07(xP) OK
180 | 45000 360000 | 34453 (71.38°C]  69.09(xP) QK
V. CONCLUSION AND FUTURE WORK

In this paper, we introduced an original method tfar
diagnosis of ambient systems; the method is base@d o
diagnosis framework. This framework is composedaof
diagnosis process and an effect-based model. Theet-ef
based model takes into account the particulartiesnbient
environments (no predetermined relation betweenasmts

and sensors). We introduced an effect-based maulel t

identify the links between actuators and sensopemniding
on the physical effect produced by the actuatort the
physical properties detected by sensors, the hndglefined
by the corresponding physical laws. In addition itsf
compatibility with ambient systems, this methodecdf the
freedom to choose the level of detail in which $lystem is
described depending on the context of use, sinee th
physical laws can follow different levels of graaity.
Along with the effect-based model the system madel
composed of a dynamic model that describes sontheof
physical phenomena’s behavior and a diagnosis psatat
uses the information from the other models to perfaeal-
time diagnosis.

As future work we envision to fully evaluate the
diagnosis process part of the model and the dynamitel
part of the framework. The current framework isigesd
mainly for fault detection (discovering the existenof
fault) is not handled yet. We consider adding ebphilistic
model for error isolation. The idea is to label tevices
with a failure probability value, so when an eridetected,
we would have additional information for the idén&tion
of its source. Although the user is the centerrohmbient
intelligent system, as the main purpose of theesyst to
satisfy his/her preferences, the user is not ymesented in
our proposed model. In fact, contrary to the antbien
systems’ behavior which is on many levels predietand
thus can be modeled, the behavior of users is digtable,
which makes its modeling intricate. However exglci
modeling user behavior, tasks and needs would aflev
diagnosis framework to perform more accurate diagno
Finally, real-scale tests in an experimental antbien
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environment will be carried out in order to valiglathe
diagnosis framework.
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Abstract—Mobile devices are being widely used in education
for many purposes such as an instruction tool for learning.
However, mobile devices suffer from the limitation of
capabilities and resources. Potential solutions to this issue must
consider the mobility and personal characteristics of potential
education seekers. This paper theoretically describes how
Semantic Web might be used to facilitate the interaction
between mobile devices and learners in mobile and ubiquitous
learning environments to provide mobile learners with the best
learning experience.

Keywords- Mobile learning; m-learning; ubiquitous learning; u-
learning; pervasive learning; p-learning ; HCI ; semantic web.

L. INTRODUCTION

The rapid development of wireless networks and mobile
technologies play a vital role in extending the use of mobile
devices for different purposes. Current mobile devices are
able to deal almost with any kind of data, ranging from text
to heavy streams of multimedia. Consequently, this ability to
deal with a variety of data plays a key role in increasing the
value of handheld devices. In addition, contemporary
technological capabilities have encouraged the concept of
learning through mobile devices, widely known as mobile
learning or m-learning. They have also encouraged the
implementation of ubiquitous computing in education, for
example, to provide context-aware educational applications.
These are widely referred to as ubiquitous learning (u-
learning), or pervasive learning (p-learning). Mobile device
has been used to serve many educational purposes such as
language learning, music education, student reminders and
personal timetabling, work-based training and lifelong
learning. All of these approaches are based on a different
kind of technology of mobile handheld devices. The growth
in the number of mobile users is rapidly increasing. It is
estimated that there are over five billion mobile subscriptions
around the world [1]. The unique characteristics of mobile
devices play a role in providing new ways of learning and
training. Indeed, these characteristics facilitate the delivery
of knowledge to nomadic learners who live remotely or are
unable to attend classroom-based learning. Five major
characteristics of mobile devices have been identified as (i)
portability, mobile devices can be transported with the user
and used anywhere at any time as a result of their small size
and weight (ii) social interactivity, mobile devices can
facilitate any aspect of communication for individuals
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exchanging data, including voice messages which helps
friends stay in contact(iii) context sensitivity, mobile devices
can interact with contextual information from their current
location which can be achieved by using many integrated
sensing technologies(iv) connectivity, mobile devices can be
connected with other devices, data collection tools and
ordinary networks (v) individuality, mobile devices can
provide contents that can be personalised to meet individual
requirements and conditions [2,3]. Despite the physical
constraints of mobile devices, much research has been
undertaken which considers the value of this technology in
the context of the learners’ mobility. However, most of these
research efforts rely on the bounded group of databases in
which learners can obtain preloaded learning materials.
These approaches may have some limitations, such as lack of
interoperability, scalability, which might make these
applications limited to specific predetermined restricted
information. With the current deluge of information from
disparate resources, a mechanism needs to be developed to
provide personal information. This mechanism is needed to
overcome the mobile devices constraints. Recently, the most
promising technology to overcome some of these inherent
mobile device limitations is the Semantic Web [2,4]. The
Semantic Web consists of a group of technologies and
standards that facilitate the sharing, organisation, integration,
matching and reusing of information automatically. These
facilitations can be justified by looking at the abilities of the
Semantic Web, in which it provides different methods to
describe the information to allow the machine to understand
it [5, 6].This description allows the machine to automatically
acquire, reuse, evolve and combine knowledge. In this way,
the Semantic Web can provide “a framework where the
actual integration details of “mash-ups” can be worked out
automatically rather than by a programmer” [2].

Many studies have shown the benefits of combining the
technology of the Semantic Web with mobile and ubiquitous
computing. However, there has been little research to
determine what mobile learners really need from Semantic
Web technology. In other words, how can the Semantic Web
help facilitate the interaction between mobile devices and
learners in m-learning and u-learning environments. This
paper theoretically describes how the Semantic Web can be
used to enhance better interaction between mobile devices
and learners in both environments.
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In this paper the first five sections provide necessary
fundamental information pertaining to its issues to increase
the understanding. Section II briefly describes the concept of
ubiquitous computing. Section III explains the difference
between the context and the situation. Section IV highlights
the major activities of mobile learners. Section V briefly
explains the concept of the Semantic Web along with
highlighting two of the core elements of the Semantic Web,
namely Resource Description Framework (RDF) and
ontology. Section VI describes the concept of linked data as
a practicable implementation of the Semantic Web and also
discusses the difference between Web of documents and
Web of linked data. Finally, Section VII theoretically
highlights the implications of the Semantic Web in
facilitating Human-Computer Interaction (HCI) in M-
learning and U-learning environments.

II.  UBIQUITOUS COMPUTING

The concept of ubiquitous computing was originally
introduced by Weiser: “the most profound technologies are
those that disappear. They weave themselves into the fabric
of everyday life until they are indistinguishable from it” [7].
He clearly describes ubiquitous computing as a phenomenon
that takes into account the natural human environment and
allows the computer itself to fade into the background [8].
Moreover, his vision refers to the collaborative or collective
use of computer devices that might be embedded in a
specific predetermined physical environment, thereby
allowing users to interact invisibly with them. The main aim
of this idea is to create an environment in which the
connectivity of devices is embedded in such a way that it is
unobtrusive and always available. Weiser’s vision involves
introducing computers into people’s lives, that is, putting
computers into a daily living environment instead of
representing the everyday environment in the computer [9].
When computing becomes ubiquitous, learning may become
more active and contextual. Moreover, the direct interaction
between learners and computers is improved by helping
learners focus more on the task itself rather than on how the
task is performed.

III. CONTEXT AND SITUATION

Understanding the context of the entities involved in an
applied ubiquitous application is the most important
component of ubiquitous computing which provides learners
with suitable information. The concept of context can be
considered differently based on many factors such as the
circumstance and the intended objectives of the designed
application. The consideration of what can be regarded as
context varies from one application to another. However, the
useful definition of context was defined by Dey: “Context is
any information that can be used to characterise the situation
of an entity. An entity is a person, place, or object that is
considered relevant to the interaction between a user and an
application, including the user and applications themselves”
[10]. Considering the context in this way could play an
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important role in increasing the intelligence of the interaction
between computers and humans, which helps users to focus
more on performing the intended task to a higher level. Each
context-aware application is pre-programmed to collect only
the contextual information needed, using sensing
technologies (e.g. Global Positioning System (GPS),
sensors, Radio-Frequency Identification (RFID), etc.) to
determine the situation applicable to the current entity. In
[10], the situation is defined as “a description of the states of
relevant entities”. Therefore, the relationship between
context and situation in the ubiquitous environment relates to
the group of contextual information affecting the intended
entity that leads to an understanding of the situation.

IV. MAIJOR ACTIVITIES OF MOBILE USERS

Mobile devices are used for many purposes, however in
this paper two of the major usages of mobile devices by
users on the move are considered. This is based on the
scenario in which users use their mobile devices to retrieve
required information from different resources. These two
activities are specifically mentioned to draw attention to the
importance of implementing the Semantic Web [6, 11].

A. Searching

As mentioned, mobile devices suffer from many
limitations. One of these limitations is small screen size. This
may prevent users interacting with mobile devices for a long
time, especially for reading. Using the internet to search for
information for mobile users using search engines is a very
difficult task. To clarify this, consider a situation in which a
user wants to find information about the term ‘orange’, but
with specific reference to the fruit, using the Google search
engine for example.

Unfortunately, the number of returned results is about
1,380,000,000. Most importantly, the returned results will
not be accurate, as they contain information about any page
that contains the ‘orange’ term, which could refer to Orange,
the company; the place named Orange; or the fruit itself.

There are many problems associated with this method of
finding information, known as keyword-based search,
because it only searches the documents that contain the given
keyword. Mobile users need to spend time to find out the
required results, which is not an easy task to do.

B. Data Integration

The location of mobile users can be specified through the
utilisation of integrated sensing technologies of mobile
devices. For instance, it is possible to build a mobile
application that can send the coordination of mobile devices
using integrated GPS technology to locate the user. Many
sensing technologies have been utilised to provide the
mobile user with the right information based on their current
context. This is one of the fundamental goals of ubiquitous
computing.

To clarify the data integration problem, consider that a
user wants to find the closest restaurant to his current
location. Many applications can provide this information.
However, what if he wanted to find a review of this
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particular restaurant, or if one of his friends had visited it
before, or if he wanted to compare the menus of selected
restaurants.

Problems arise in this scenario because of the need for
automatic information integration. Furthermore, retrieved
information is merely one single page without any intelligent
relation between information from different sources. Indeed,
to conduct this kind of information integration manually is a
somewhat boring and difficult task, especially for mobile
users.

V. SEMANTIC WEB

One of the drawbacks of the Web is that it is only
understandable by humans. Machines cannot understand the
Web as humans can [5]. Machines deal with the Web as a
group of connected documents using Hypertext Transfer
Protocol (HTTP) links. The Web is built for human
consumption. Therefore, it is difficult to automate the
integration of information from different resources as well as
obtaining accurate results when searching the internet using
keyword-based tools [12]. As mentioned previously, the
problems encountered in mobile search and data integration
can be resolved extensively if the resources were
semantically annotated.

The term of Semantic Web was originally introduced by
Tim Berners-Lee: "an extension of the current Web in which
information is given a well-defined meaning, better enabling
computers and people to work in cooperation” [5]. The
Semantic Web provides ways of describing information so as
to be understandable and readable by machines. The
Semantic Web aims to allow the seamless interoperability
among applications to happen. To achieve this goal, the
Semantic Web does not rely on text-based information,
which can only be interpreted by humans, but rather it relies
on structured formats, which can be interpreted by machine.
This format is presented by RDF.

Using RDF allows for any piece of information to be
described or expressed in such a way that it is structured
enough to processed by machines automatically. The abstract
module of RDF contains three basic elements (Subject,
Predicate, Object), whereby each element has its own unique
identifier in the form of an HTTP Uniform Resource
Identifier (URI). There are many benefits to using URI as an
identifier for each element of RDF. Firstly, it helps to avoid
semantic ambiguity. For instance, consider a situation where
users are asked to write a review about a restaurant called
‘food for you’. When people review it, it is quite possible
that different reviewers may use different names for the same
restaurant such as ‘food 4 you’; or it might be named
differently in another documents. Therefore, it will be
impossible to aggregate the reviews about this restaurant
without using URI as a unique identifier. Secondly, the
resources will be reachable and globally accessed.

Besides using explicit metadata presented by RDF,
ontology is a core element of the Semantic Web. Kalfoglou
defined ontologies as follows [13]: “...an explicit
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representation of a shared understanding of the important
concepts in some domain of interest. The role of ontology is
to support knowledge sharing and reuse within and among
groups of agents (people, software programs, or both). In
their computational form, ontologies are often comprised by
definitions of terms organized in a hierarchy lattice along
with a set of relationships that hold among these definitions.
These constructs collectively impose a structure on the
domain being represented and constrain the possible
interpretations of terms”. This definition highlights the
usefulness of wusing ontologies to have a common
understanding among different applications to build
intelligent applications. Ontologies work as a guideline or
blueprint that provides vocabularies and taxonomical
conceptual hierarchies. Furthermore, the ontology provides a
logical statement which clarifies the meaning of terms and
how these terms are related to each other. The benefits of
ontologies can be summarised [6, 11]:

Firstly, ontology is domain based, which can be any
domain, such as education, meaning that it provides the
description for a specific area of knowledge, so it can be
reused in many applications to represent this area. Secondly,
ontology facilitates the interoperability and the sharing of
understanding among different applications. This can be
done by mapping the ontologies with each other. In this way,
the collaborative use of ontologies allows them to extend
each other to infer new knowledge. Finally, ontological
description language allows for the encoding of knowledge
in machine understandable format. Consequently, this plays
a key role in extending the possibility of automatic wide
scale machine processing.

VI. LINKED DATA

Linked data refers to the best practice of publishing
structured data on the Web and linking them together to
obtain new knowledge from different resources [14]. These
sets of structured data are published in such a way that it is
machine readable. The meanings of these datasets are
explicitly defined, which allows them to be linked with each
other forming what is known as the Web of linked data [6,
15]. These structured data sets are independently available,
meaning that it is not required to visit a particular website to
be able to use them. Linked data is a collection of RDFs.
Each RDF identified by HTTP URI. Each HTTP URI
uniquely represents the resource which can be anything, such
as person, event, place, etc.

The linked data principle was shaped by Tim Berners-Lee
as a step towards achieving the goal of the practical
implementation of the Semantic Web. This goal is not only
about giving a description of data using RDF, but also about
linking available data to build relationships between them to
facilitate the acquiring of new knowledge from different
external or internal resources as mentioned before. The
common feature between the Semantic Web and linked data
is that both are based on machine readable data which is
made to be understood by a machine. However, confusions
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sometimes arise because of the differences between the Web
of linked data and the current Web which is called the Web
of documents. There are many differences between them,
and four will be outlined [6, 12, 14, 15].

A. Freedom of publishing

In both Web of documents and Web of linked data, users
are not restricted in the type of resources they publish.
Neither are they restricted by time or location However, in
the Web of documents, the published documents can be
understood by humans and the integration of data is
performed manually. However, in the Web of linked data,
the published documents are in the form of RDF documents
to be consumed by machines, not humans. This allows the
machine to automatically and actively provide the users with
the information they need without relying on the text-based
type of search which leads to retrievals of lots of irrelevant
results. Furthermore, it allows it to intelligently integrate the
knowledge based on users’ needs from different resources.

B. Accessibility of resources

Both of them offer ways of accessing the intended Web
resources using Web browsers. However, in the Web of
documents a browser can understand HTML documents. In
contrast, the Web of linked data uses a browser that can
understand the RDF documents.

C. Everything on the Web is linked together

This applies to both of them; however the Web of
documents makes use of HTTP Uniform Resource Locator
(URL) to identify the page on the Web. Using HTTP URL
allows access to a resource which can be directly retrieved.
For instance, we can type any URL to retrieve any personal
website directly. However, the same URL cannot be used to
retrieve the person who owns a particular website. In
contrast, the Web of linked data makes use of HTTP URI to
retrieve any resource from the Web. For instance, in the
previous mentioned example, it is possible to assign the
unique URI identifier to reach the person on the Web. To
clarify this point, the Web of document uses un-typed
hyperlinks, whereas the Web of linked data uses typed links
which can directly denote any resource on the Web.

D. Both can provide structured data

Prior to the introduction of the linked data principle,
although the access to databases through Web Application
Programming Interface (API) was provided by many major
Web data sources such as Google, setting hyperlinks
between data forms different to Web APIs resources was
possible. However, it has some drawbacks and may lack
scalability. For instance, each Web API relies on different
recognition mechanisms and varieties of access mechanisms,
and it may also have its own way of representing the
retrieved data in different formats. These issues divided the
Web into different data soils, which might prevent a
developer from being able to build applications to retrieve
data from different data sets provided by different vendors
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on the Web. This collective use of API is called mashups. In
contrast, in Web of linked data, the mashup is based on the
semantic meaning of the explicitly provided definition of the
thing and as such it called semantic mashups. Here, datasets
interact with each other which allows for the building of
more scalable applications which do not rely on bounded
groups of data bases.

VIL

It is important to clarify one point as a contextual prelude
to considering how the Semantic Web might enhance or
facilitate the interaction between learners and mobile devices
in mobile and ubiquitous learning environments. In our
previous work [16], we clarified why understanding the
nature of interaction between the learner and mobile devices
in m-learning and u-learning environments is crucial. It plays
a significant role in drawing attention to the needs of mobile
learners, the entity of essential importance in these two
learning environments. The key issue which needs to be
addressed before designing any application is the analysis of
learners’ characteristics. All types of learner should be taken
into account, including children, adults and elderly users,
especially those who do not consider mobile technologies as
useful tools for learning or training, or are inexperienced in
their use. In an m-learning environment the learner needs to
interact directly with the small screen of a mobile device.
This interaction is called explicit human computer
interaction (eHCI) [3]. In this case, the learner is required to
explicitly provide necessary details to interact with m-
learning applications (for example user name, password,
etc.). Consequently, the interaction that best distinguishes m-
learning applications is eHCI. In contrast, u-learning
environment makes use of eHCI and implicit HCI (iHCI),
which is defined as “the interaction of a human with the
environment and with artefacts which is aimed at
accomplishing a goal. Within this process the system
acquires implicit input from the user and may present
implicit output to the user” [17]. U-learning applications first
collect contextual information about many relevant elements
for the interaction, such as learner identity, location and
environment to understand the context of the learner. This
collected contextual information is worked as ‘implicit
inputs’ which is used for the implicit interaction with
learners. Then learners can interact with u-learning,
explicitly eHCI, which will be continually enhanced by the
implicit HCI (iHCI). In the following points, the value of the
Semantic Web in enhancing the interaction between mobile
devices and learners in both m-learning and u-learning is
explored. There are many values for such a combination
from different perspectives. However, for the purpose of this
paper, the problems of learners are considered to be based on
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Figure 1. The interactions between learners and mobile devices in m-learning
and u-learning environment [16].
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the aspects of interaction with mobile devices.
A. Implications of Semantic Web in facilitating eHCI in M-
learning environment

In the m-learning environment, the interaction with the
small screen of mobile devices might be a very difficult task
for mobile learners. As the mobility of learners increases, the
need to access information on the move also increases. As
mentioned, a keyword-based kind of search is an obstacle. It
makes the obtaining of information a very tedious process.
Furthermore, it forces the learner to spend much time
interacting with a mobile device to find the desired
information. Likewise, the restricted group of m-learning
materials which can be adaptive, based on learners needs,
plays a role in restricting the possibility of expanding these
learning materials despite their benefits. In other words,
these learning materials are bounded by a restricted group of
relational databases which need direct human intervention to
grow. Therefore, the Semantic Web should be considered a
response to these drawbacks.

The Semantic Web can help machine and software
systems to be able to automatically do many tasks ‘on behalf
of their human users’ [2]. As mentioned before, Semantic
Web supports the collaborative between human and machine
toward obtaining the required information. This
collaboration is much needed to enable mobile learners to
learn on the move. The Semantic Web provides many
benefits to overcome the problems which mobile learners
have with the eHCI in an m-learning environment. Learners
in this environment need to be provided with unrestricted
adaptive learning materials that suit their profile (for
example learning styles, time preference, proficiency level,
etc.), and also the functionality of their mobile devices. The
learning materials which are designed to be presented in
powerful machines might not be suitable for mobile devices.
The ability of the Semantic Web to describe knowledge in
understandable formats for machines has played a role in
increasing the automatic reasoning of knowledge. For
instance, one of the core elements of learning is learning
objects.

Wiley defines the learning object as a part or element of a
modern type of instruction, supported and enhanced by a
computer, which are based on the object-oriented model of
computer science [18]. Learning objects are considered to be
small educational materials which can be readily re-used in
different learning contexts. Therefore, teachers can benefit
from the size of these educational materials by chunking and
reassembling them to support individual instructional
objectives. This can be considered as an entity of digital
information which can be effectively delivered over channels
such as the Internet to benefit unlimited users
simultaneously.

These learning objects can be semantically annotated.
This annotation allows the machine to automatically link this
learning following communally a group of agreed ontologies
without any human intervention. Furthermore, others
learning resources related to learning objectives can be
linked too. Consequentially, this allows the automatic
integration of knowledge from different resources, which
helps mobile learners to obtain the right information which
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suits their needs directly. Indeed, the use of ontologies

facilitates the reuse and sharing of these learning objects.

Furthermore, it increases the accuracy of automatic searches

for required learning materials adapted to different learners’

needs [19].

B. Implications of Semantic Web in facilitating the eHCI
and iHCI in U-learning environment

Two possible ways of interaction are utilised by u-
learning, namely iHCI and eHCI. Besides providing the
learner with information which suits their profile, u-learning
aims to provide learners with information which suits their
current context. U-learning environments consist of a group
of devices interacting collaboratively with each other. Their
interaction is vanished in such a way that makes the learners
and their tasks the central focus. This interaction involves
different kind of information originating from different
resources (for example user, environment, sensors, etc.). The
problem here is that such information is varied in terms of
the formats and language, and is not processed by machine.
This exchanged information should be collected, shared, and
interpreted against each other to achieve the goal of seamless
and unobtrusive connectivity of ubiquitous environment.

The use of the Semantic Web is essential to facilitate the
interoperability in this heterogeneous environment. Besides
organising the learning materials, the Semantic Web can be
used to organise the reasoning of the collected contextual
information [20]. Many relationships between the elements
of u-learning heterogeneous environment can be represented
using groups of ontologies such as learner, context,
environment etc. Using the Semantic Web, these ontologies
can then be mapped to each other to provide the learner with
the needed materials based on their current situation for
example. This allows the machine to automatically update
the learning materials without any human intervention
needed, meaning that learners do not need to concern
themselves with manual data integration to fulfil their
learning requirements. In this way the direct interaction
between the small screen of mobile devices and learners
might decrease which helps learners to learn in convenient
ways.

There are many successful examples of the combination
of the Semantic Web with mobile devices which make the
interactions between users and mobile more intelligent. For
instance, in [21], the Person Matcher mobile application
allows users to find other users which have the same interests
in using their FOAF profiles. As the mobile user is walking
around, the Person matcher application is thus continuously
provided with FOAF profiles of persons in his vicinity.
Furthermore, another good example in [22], is the COIN
(COntext-aware INjection), which was built to make
existing websites context-aware on-the-fly and to facilitate
the browsing of websites in a way guided by relevant
content.

There are many examples of integration between mobile
devices and linked data; the most famous example is
DBpedia mobile, which is a location-centric DBpedia client
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application for mobile devices. It consists of a map view and
a Fresnel-based Linked Data browser. The DBpedia dataset
is taken from Wikipedia. The location dataset of DBpedia
contains more than 300,000 locations. Most importantly, this
dataset is linked to other datasets which enrich its location
information. This collective use of datasets is a useful way to
acquire knowledge from different resources. In addition,
DBpeadia allows the user on the move to publish data about
his location to be used by others. Indeed, linked data has
great potential in overcoming the limitation of mobile
devices and supporting the growth of any application which
deals with unbounded groups of databases [23].

VIII.

This paper has theoretically provided useful insights into
the importance of the Semantic Web in enhancing the
interaction between mobile learners and mobile devices in
mobile learning (m-learning) and ubiquitous learning (u-
learning) environments. In m-learning environment, learners
interact explicitly with mobile devices. This is called
explicit Human-Computer Interaction (eHCI). Whereas, u-
learning makes use of the two ways of interaction: eHCI and
implicit HCI (iHCI). Both environments suffer from some
obstacles which might prevent learners to learn effectively.
For instance, the explicit interaction in m-learning
environment might be difficult for mobile learners
especially with a small screen on a mobile device.
Furthermore, the u-learning environment is heterogeneous
which makes interaction between learners, mobile devices
and environment complicated. The Semantic Web can
address these obstacles in both environments by providing
different methods to describe information which allows
machine to understand it. Most importantly, this description
allows the machine to automatically acquire, reuse, evolve
and combine learning materials from different resources.
Furthermore, the Semantic Web organises learning materials
conceptually based on their meaning, which allows different
applications to use them by acquiring them semantically
which helps learners to use learning materials from different
resources. Moreover, the Semantic Web plays a key role in
facilitating the sharing of learning applications and services
in such automated and easy ways. These learning materials
and services can be integrated by resolving differences in
terminology through mappings between ontologies across
applications, thereby providing a more seamless learning
experience. More research should be conducted to
investigate the affordability of Semantic Web as a method to
facilitate the interaction between mobile devices and mobile
learners and also as a practical way to overcome the
constraints of mobile devices.

CONCLUSION
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Abstract—We propose an approach for efficient, fault toler-  EXECUTER approach provides aorrect and fault tolerant
ant, and correct distributed execution of Transactional Can- executionof TCWSs by: (i) ensuring that sequential and

E’gg:\t; fgyﬁ]gliggw\iﬁgsegeﬁgvfgr :V?SSS C%r;ﬂfgslcl’zr:?n zférei'r’\i‘tet parallel WSs will be executed according the execution flow

generates, besides a TCWS represented byGPN, another CPN depicted by _the TCW_S; angl) in case of fanges, leaving
representing the compensation order for backward recovery ~ the system in a consistent state by executing a backward
We present an EXECUTER, which ensures correct execution recovery with theCPN representing the compensation pro-

flow and backward recovery by following unfolding processes  cess. We formalize the TCWS execution problem and the
of the CPNs. We present the formalization and algorithms of backward recovery based @PN properties. We also present

the TCWS execution and compensation processes. . . -
the execution and compensation algorithms.
Keywords-Transactional Composite Web Services; Fault Toler-
ant Execution; Compensation; Backward Recovery. II. WSS TRANSACTIONAL PROPERTIES

I. INTRODUCTION A transactional property of a WS allows to recover the

With the advent of Web 3.0, machines should contributesystem in case of failures during the execution. In the edlat
to users needs, by searching for, organizing, and presgntiriterature (see survey [3]), the most used WS transactional
information from the Web which means, user can be fullyproperties are the following. Letbe a WS:s is pivot (p),
automated on the Internet. One of the major goals off once s successfully completes, its effects remain forever
Web 3.0 is to make automatic and transparent to users th@nd cannot be semantically undone, if it fails, it has no
Web Service (WS) selection and composition to form moreeffect at all; s is compensatable(c), if it exists another
complex services. This process (executed bycai€ose WS, s, which can semantically undo the executiorspf is
is normally based on functional requirements (i.e., the sefetriable (r), if s guarantees a successfully termination after
of input attributes bounded in the query, and the set of finite number of invocations; the retriable property can be
attributes that will be returned as outpuf)ys criteria (e.g., combined with propertieg and ¢ defining pivot retriable
response time and price), and transactional propertigs, (e. (pr) andcompensatable retriable(cr) WSs.
compensable or not), producing Transactional Composite The Transactional Propertyr') of a Composite WS
WSs (TCWSs). A TCWS is formed by many WSand (CWS) can be derived from the properties of its WS
we call these WS as components of the TCWS (WS component and from their execution order (sequential or
component). A TCWS should satisfy functional and trans-parallel). EI Haddad et al. [4] extended the previous de-
actional properties required by the user [1], [2], and it canscribed transactional properties and adapted them to EWS
be represented in a structure such as graph or Petri-Nets order to define TCWS as follows. Letcs be a TCWS:

indicating the control flow and the WsSexecution order. cs is atomic (@), if once all its WS component complete
In [2], we present such a@MPOSER A brief description  successfully, their effect remains forever and cannot be
of this CoMPOSERIs presented in section l. semantically undone, if one WS does not complete suc-

The contribution of this paper is focussed in two as-cessfully, all previously successful V8Somponent have
pects. First, we extend our previousofBPOSERIN order to be compensateds is compensatable(c), if all its WSs
it automatically generates, besides the TCWS, andiP&t component are compensatabde;is retriable (r), if all its
representing the compensation order for a backward recoWWSs component are retriable; the retriable property can be
ery process. Second, we specify an approach for efficiertombined with propertieg andc definingatomic retriable
fault tolerant execution of TCWS; this approach is imple-(ar) and compensatable retriable(cr) TCWSs.
mented in an BECUTER. In the EXECUTER approach, the According to these definitions, a TCWS must be con-
deployment of a TCWS will be carried on by following structed in such a way that if, at run-time, one of its WS
unfolding algorithms ofCPNs representing the TCWS and component fails, then either it is retriable and can be iedbk
its corresponding compensation flow in case of failures. Thegain until success or a backward recovery is possible (i.e.
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all successfully executed WsShave to be compensated).  represent the initial marking). At the end, the unfolding
algorithm will define theCPN representing the composition
that satisfies th&uery. The transactional property of the
This section briefly describes ouo®POSER [2] and the  resulting CWS is derived from the transactional propeifes
proposed extension in order to consider backward recovits \WWSs component and the structure of t88N. Thus, the
ery. We formalize the WS composition problem by usingresult of the composition process i<CBN corresponding to
Colored Petri-Nets @PN), where WS inputs and outputs 3 TCWS whose WScomponent locally maximize thgoS

are represented by places and $With their transactional = and globally satisfy the required functional and transazl
properties are represented by colored transitions. properties. Formally, we say:

A user query is defined in terms of functional conditions ~ Definition 3: CPN-TCW Sg. A CPNT'CW Sg is a 4-tuple
expressed as inpui§) and output Q) attributes belong- (A4, 5, F,€), where:
ing to an ontology,QoS constraints expressed as weights « A is a finite non-empty set of places, corresponding to input

IIl. FAULT-TOLERANT TCWS COMPOSER

over criteria, and the required global transactional prype gndt output attributes of WiSin the TCWS such thatt C

; e i = ; ntoa;
expressed_as_, T1#P of TCWS is in{aar} or TO if TP « Sis afinite set of transitions corresponding to the set ofSNS
of TCWS is in{c, er}. More formally: in the TCWS:

Definition 1: Query. Let Ontoa be the integrated ontology « F (A x Sj U (S x A) — {0,1} is a flow relation
(many ontologies could be used and integrated). A Qugris a indicating the presence or the absencedj of arcs between
4-tuple (Ig,Oq, Wo,Tq), where I = {i | i € Onto, is an places and transitions defined as follows: € S, (Ja € A
input attributé, Vo = {_(z,Op7 vi) | 1 € Ig, Op is an operatpr | F(a,s) = 1) < (a is an input place of) andVs € S,
(Op € {=,€}), andv; is a value whose domain depends on (Ga € A | F(s,a) = 1) < (a is an output place of
} Oq = {o | 0o € Ontoa is an output attribute whose value s); this relation establishes the input and output execution
has to be produced by the systeniVo = {(wi,q:) | w: € dependencies among VESomponent.

[0, 1] with 3, wi = 1 and ¢ is a QoS criterion}, and T, is . ¢ is a color function such thag: $ — s and Sg =
the required transactional propertyi; € {To,T1}. If To = To, {p,pr,d,ar,c,cr} represents th@ P of s € S (T'P(s)).

the system guarantees that a semantic recovery can be ddhe by .
user. If T, = Ty, the system does not guarantee the result can For modeling TCWS backward recovery, oubG@POSER

be compensated. In both cases, if the execution is not sfotes can be easily extended in order it can generate a backward
no result is reflected to the system, i.e., nothing is chamgethe  CPN, that we called BRCPI‘T—CWSQ, associated to a CPN-

system. S _ TCWS,, as follows:
The WS Registry is represented by a Web _Sgrwce Definition 4: BRCPNT'CW S,. A BRCPNTCW So, as-
Dependence Neti{ SDN) modeled as &PN containing  sociated to a given CPNCW So=(A, S, F,¢), is a 4-tuple

all possible interactions among VESMore formally. (A, S, F~1,¢), where:
Definition 2: WSDN. A WSDN is a 4-tuple(4, S, F, £), « A’ is a finite set of places corresponding to the CPN-
where: TCW Sq places such thatva’ € A’ 3a € A associated
. . . to o’ anda’ has the same semantic of
+ Als a finite non-empty set of places, correspondingto , ¢ is a finite set of transitions corresponding to the set of
input and output attributes of the V8Sn the registry compensation WS in CPN-T'CW S such that:vVs € S,
such thatA c Ontoy; TP(s) € {c,cr},3s’ € S’ which compensata.

« 5'is a finite set of transitions corresponding to the set * £ : (A x S)U (S x A) — {0,1} is a flow relation es-
of WSs in the registry: tablishing the restoring order in a backward recovery ddfine

as:Vs' € S’ associated te € S, Jda’ € A’ associated to

o FF: (Ax S)u(Sx A) — {0,1} is a flow relation a€A|Fd,s) =1« F(s,a) = 1 andVs' € ',
indicating the presence)(or the absencej of arcs be- Ja' c A | FHs',d') =14 F(a,s) = 1.
tween places and transitions defined as followsz S, « ¢ is a color function such thag : §" — ¥y and X =
(3a€ A | F(a,s) = 1) < (a is an input place of) and {I,R,E,C, A} represents the execution state ofe S

associated tos’ € S’ (I: initial, R: running, E: executed,
C: compensate, and A: abandoned).

The marking of a CPNFCW Sy or BRCPNTCW S
represents the current values of attributes that can be used
{I,d,dr,c,cr} representing, for € A, either theT P for some WS component to be executed or control values
of the CWS that can pré)duce it or the user inputindicating the compensation flow, respectively. A Marked
1), and : S, is a color function such that CPN denotes which transitions can be fired.

(2) g Cja grjcrfre resenting tha'P of s ¢ S Deflnltlon 5: Marked CPN. A markedCPN=(4, S, F',€) is a
§ =P, pr,a, ar, ¢, P g : pair (CPN,M), whereM is a function which assigns tokens (values)
The WS composition problem is solved by a Petri-Netto places such thata € A, M(a) € N.

unfolding algorithm which embeds thgo.S-driven selection According to CPN notation, we have that for each e
within the transactional service selection. To start tlem€  (AUS) of aCPN, (*z) = {y € AUS : F(y,z) = 1} is the set of
poseRunfolding algorithm, théV SDN is marked with to-  its predecessors, an@®) = {y € AU S : F(z,y) = 1} is the
kens on places representing the input attributes (thesksmarset of its successors. Now we can define fireable transitions.

Vs € S, (3a€ A | F(s,a) =1) < (a is an output place
of s);

e ¢ is a color function such that : Ca U Cs with:
Ca : A — X4, is a color function such thats =
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Definition 6: Fireable CPN transition. A marking M en-  let say s, which participates in the composition. While a
ables a transition iff all its input places contain tokens such that compensatable is executing, the state of its corresponding
Ve & (*s), A M(z) > card(*z). s in BRCPNTCW S, is set torunning (¢(s) « R). Then,

Note that a transition is actually fireable if on each input, hen o finishes, it is considered that the transition was

place there are as many tokens as predecessor transitiofis.q others transitions become fireable, the state of its
produce them. This condition and the fact CPNW S is corresponding’ is set onexecuted(¢(s') « E), and the

acyclic, guaranty t_h_at a transition is ﬁreable only if al§ it following firing rules are applied.

predecessor transitions have been fired. Then, sequential Definition 8: CPN-TCW S, Firing rules. The firing of a
WSs execution is controlled by input and output depen-fireable transitiors for a marking) defines a new marking/’,
dencies. If several transitions are fireable, all of them arguch that: all tokens are deleted from its input placés € °s,

; ; ; ; _ M(z)=0), if the TP(s) € {c,cr}, the state of its corresponding
fired (i.e., the corresponding WSare executed in paral s in BRCPNTCW So, is set torunning (¢(s') < R), and the

lel). Hence, the seque_ntlal or paral_lel exec_utlon Cond't_'o WS s is invoked. These actions are atomically executed. After
affecting the global'P is ensured. Figure 1 illustrates this ws s finishes, tokens are added to its output places € (s*),
definition. Note thatwss needs two tokens img to be M(z) = M(z) + 1), and the state of its corresponding in
invoked:; this data flow dependency indicates that it has to BBRCPNTCW S, (if it exists) is set toexecuted(((s") « E).
executed in sequential order withs; andws,, and can be  These actions are also atomically executed.

executed in parallel witkys,. Note that ifwsy andwsg were In case of fa|l_ure of a WS, depending on the'P(s),
executed in parallel, it could be possible that; finishes the following actions could be executed:

successful ands, fails; in this case, the system can not be  if TP(s) is retriable gr, ar, cr), s is re-invoked until

recovery becauseP(wss) = pr do not allow compensation. it successfully finish (forward recovery); _
o otherwise, a backward recovery is needed, i.e., all

executed WS must be compensated in the inverse
order they were executed; for parallel executed SVS
the order does not matter.
In order to consider failures, the compensation control of
a CPNT'CW S, is guided by a unfolding algorithm of its
associated BRCPN'CW Sy. When a WS represented by a
transitions fails, the unfolding process over CPRE'W S,
is halted and a backward recovery is initiated with the
unfolding process over BRCPNEW S(, by marking it with
its Initial Marking: a token is added to places representing
inputs of BRCPNFCW Sy (Va' € A" | *a’ =0, M(a') = 1),
tokens are added to places representing inputq'eé € °s,
(a') = card(®z), and other places has no tokens. Then,

Figure 1. Example of Fireable Transitions

In the BRCPN7CW S, a transition color represents the
execution state of its corresponding compensable WS. S roabl . ] defined i ¢ 4 th
compensation transition can be fired only if the correspond!!féaPle compensation transitions defined in Def. 7 and the

ing WS is not being abandoned or compensated (Def. 7)'ﬁrlng rules defined in Def. 9 guide the unfolding process of
Definition 7: Fireable compensation transition.A marking =~ BRCPNTCW S, N B

M enables a transition’ iff all its input places contain tokens  Definition 9: BRCPN-TCW S, Firing rules. The firing of a

such thatva’ € (°s"), M(a') #0 A C(s") € {A,C}. fireable transition (see Def. & for a markingM defines a new

V. E E - E marking M’, such that:
. XECUTER: FAULT- OLERANT EXECUTION . if C(S/) -1 C(S,) ~ A (ie., the corresponding is

CONTROL abandoned before its execution),

Once a CPNFCWSg and its corresponding BRCPN-  « if ((s') = R, ((s") = C (in this cases’ is executed aftes

TCW S, are generated by thedMPOSER an EXECUTER {]L”'Sh?s'_the”? is compensated), . .
’ . o if ((s") = E, {(s') « C (in this cases’ is executed, i.e.s

has to deploy the execution of the TCWS. The execution ~ o compensated),
control of a TCWS is guided by a unfolding algorithm | tokens are deleted from its input placas: (€ ®s’, M(z) =
of its corresponding CPN*CW Sg,. To support backward M (x) — 1) and tokens are added to its output places €
recovery, it is necessary to keep the trace of the execution  (s'*), M(z) = M(z) + 1),
on the BRCPNFCW Sg. To start the unfolding algorithm, We illustrate a backward recovery in Figure 2. The marked
the CPNTCW Sy is marked with thelnitial Marking: an ~ CPN<'CW S, depicted in Figure 2(a) is the state whesy
initial token is added to places representing inputsof fails, the unfolding of CPNFCW S, is halted, and the initial
(Va € (AnlIq),M(a) =1, Va € (A—Ig), M(a) =0) and the marking on the corresponding BRCPINW S, is set to
state of all transitions in BRCPRICW S, is set toinitial start its unfolding process (see Figure 2(b)), aftef and
(vs' € S, ¢(s') «+ I). The firing of a transition in CPN- ws} are fired andus; is abandoned before its invocation, a
TCW S corresponds to the execution of a WS (or CWS),new marking is produced (see Figure 2(c)), in whig) and
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ws’, are both fireable and can be invoked in parallel. Notedefine atomic WS as collection of operations together
that only compensatable transitions have their correspgnd with abstract descriptions of the data being exchanged).

compensation transitions in BRCPREW S,.

TP=c TP=cr TP=pr
(a) Marked CPN-TCWS  when ws fails

ws a9

A composite WS is one that additionally accesses other
WSs or, in particular, invokes operations of other WS
Hereby, these additional involved VE$nay be provided by
different organizations and were registered in the Registr
as a CWS (e.g., &/S-BPEL documerdefines CWS hy
describing interactions between business entities throug
WS operations). In our case, we consider that transitions
in the CPN, representing the TCWS to be executed, could
be atomic WS or CWSs (TCWSs in our case). Atomic
WSs have its corresponding/SDL and OWLS documents
TCWSs can be encapsulated into arkECUTER; in this
case the BEECUTION ENGINE has its corresponding/SDL
and OWLS documentklence, TCWS may themselves be-

Clws R, ) . . . .
i WL; w, come a WS, making TCWS execution a recursive operation.
g H TCWS Execution and Backward Recovery
o ", .. . We present the four phases of the fault tolerant execution
Clws'=E Cws :J:’E Clws' =E C(ws :J:(T

algorithm by pointing out which components of the
EXECUTER are in charge of carrying on which task.
Algorithms 1, 2, and 3 describe in detall all phases.

Initial phase: Whenever an EECUTION ENGINE receives
a CPN7CWSg and its corresponding BRCPNEW S,
(see Def. 3 and Def. 4), it performs the following task:
V. EXECUTER APPROACH a_ldd twod_u_mmytrar?si_tions to_CPNFCWSQ: WSE R, the

. . (grst transition providing the inputs referenced dn (7))
In our approach, the execution of a TCWS is manage ndws g, the last transition consuming the outputs);

by an EXECUTER, which in turn is a collection of soft- similar dummytransitions are added to BRCPNEW S,
ware components calledXECUTION ENGINE and ENGINE o . ; ) i
with inverse data flow relationu(sy; and wsEEf), these

THREADS. One ENGINE THREAD is assigned to each WS .
transitions are represented by thexHEUTION ENGINE

in the TCWS. The EECUTION ENGINE and its ENGINE S )
THREADS are in charge of initiating, controlling, and moni- and have only control responsibilities to start the unfudi
process and know when it is finishe@) mark the CPN-

toring the execution, as well as collaborating with its jgeer , - >
deploy the TCW'S execution. By distributing the responsibil 7CW S with the Initial Marking (i.e., add tokens to places
representing the attributes i) and mark all transitions

ity of executing a TCWS across several&NE THREADS, X e
in BRCPNZ'CW Sg, in initial state; (iii) start an BIGINE

the logical model of our EECUTER enables distributed ex- : A
ecution and it is independent of its implementation; ikist | HREAD responsible for each transition in CPN-WSq,
except bywspp, and WSEE indicating to each one its

model can be implemented in a distributed memory environ -
ment supported by message passing or in a shared memdpjedecessor and successor fransitions as CEN-S(,

platform. BXECUTION ENGINE and ENGINE THREADS are  indicates (for BRCPNFCW S, the relation is inverse)
placed in different physical nodes from those where actua®"d the corresponding WSDL and OWLS documents (they

WSs are placed. EGINE THREADS remotely invoke the describe the WS in terms of its inputs and outputs and
actual WS component. The EECUTION ENGINE needs WhO is the compensation WS, if it is necessary); and
to have access to the VESRegistry, which contains the (V) send values of attributes if, to ENGINE THREADS
WSDL and OWLS documents. The knowledge required af€Presenting successors@fpp,. In Algorithm 1, lines 1
run-time by each EGINE THREAD (e.g., WS semantic and [0 14 describe these steps.
ontological descriptions, WsSpredecessors and successors WS Invocation phase Once each EGINE THREAD is
and execution flow control) can be directly extracted fromstarted, it retrieves the corresponding WSDL and OWLS
the CPNs in a shared memory implementation or sent bydocuments to extract information about the required inputs
the EXECUTION ENGINE in a distributed implementation. and to construct the invocation. It waits its WS becomes
Typically, WSs are distinguished iatomicandcomposite fireable to invoke it (see Def. 6). Whenever amd&@NE
WSs. An atomic WS is one that solely invokes local oper- THREAD receives all the inputs needed it setsrtmning
ations that it consists of (e.g&ySDL and OWLS documents the state of its corresponding transition in BRCPR/Sg

(b) Inital marking of BRCPN-TCWS | (c) Marked BRCPN-TCWSG after ws', and ws';

were invoked and ws_ was abandoned

Figure 2. Example of BRCPN:C'W Sq
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and invokes its corresponding WS with its corresponding Algorithm 1: EXECUTION ENGINE Algorithm

inputs. When the WS finishes successfully, theGENE

THREAD changes t@xecutedhe state of its corresponding
transition in BRCPNFCW Sy and sends values of WS
outputs to lNGINE THREADS representing successors of its
WS. If the WS fails during the execution, fP(WS) is

retriable, the WS is re-invoked until it successfully finish
otherwise theCompensation phaskas to be executed. In

Algorithm 2, lines 1 to 7 describe this phase. 2

Compensation phase This phase, carried out by both 3
EXECUTION ENGINE and ENGINE THREADS, is executed if

a failure occurs in order to leave the system in a consistent
state. The EGINE THREAD responsible of the faulty WS s
informs EXECUTION ENGINE about this failure with a
messagecompensate marks the respective transition in
BRCPNTCW S to compensatestate and sends control 7
tokens to transitions successor of the compensation WS,
The EXECUTION ENGINE sends a messagmmpensateéo 9
all ENGINE THREADS, marks the BRCPNFCW Sg with 19
the Initial Marking (i.e., adds tokens to places representi 12
inputs of BRCPN#'CW Sy and inputs of the faulty WS),
and sends control tokens t.vEINE THREADS representing
successors ofs’y; ;.. Once the rest of BEGINE THREADS
receive the messageompensate they apply the firing
rules in BRCPNTCWSQ (see Def. 9). The compensation *°
process finishes whensy, ; becomes fireable. Algorithm 3 16
describe these steps for bothxEcUTION ENGINE and
ENGINE THREADS.

13

Final phase This phase is carried out by bottkEcuTION
ENGINE and ENGINE THREADS. If the TCWS was success-
fully executed (usEEf becomes fireable) the EcuTION
ENGINE notifies all ENGINE THREADS predecessors of .
WSEE, by sendingFinish message and returns the valuesg
of atfributes in Oy to user. When EGINE THREADS
receive theFinish message, they backward this message
to its ENGINE THREAD predecessors and return. In case
compensation is needed, th&kECUTION ENGINE receives

Input: @
Input:

Input:

Input:

= (Iq,0q,Wq, Rq), the user query — see Def. 1
CPNTCW Sq = (A, S, F,§), aCPN allowing the execution of a
TCWS- see Def. 3

BRCPNT'CW Sq = (A’, 8, F~1,¢), aCPN representing the
compensation flow of TCWS- see Def. 4

OW S: Ontology of WS

Output: OV: List of values ofo | 0 € Og
begin

end

Initial phase:
begin
Insertwsg g, in CPNTCW Sq | (wskg;)®
(("wspp,) = 0);
InsertwsEE in BRCPNT'CW Sq | (*wspp, ={a’ € A’
| (@) =0})A (wspg,)® = 0);
InsertwsEEf in CPN TCWSQ | ((wsEEf
(Cwspp;) = 0q);
Insertws’y . in BRCPN—TCWSQ | (‘ws’EEf
(wspp,)* ={a" €A | %a’ =0});
Vae (ANIg), M(a) =1AVae (A—-1Iq), M(a) =0;
/* Mark the CPNT'CW S¢, with the Initial Marking*/
vs' € S, ¢(s') « I;
/* state of all transitions in BRCPNRFC'W S, is set toinitial */
repeat
Instantiate anETW S, s;
SendPredecessors_ETW Sq,5 <°* (*ws);
SendSuccessors_ETW Sy < (ws®)®;
SendW SDL.,s, OWLS.,s; I* Semantic web documents */
/* each ENGINE THREAD keep the part of CPNFC'W S
and BRCPNT'C'W S which it concerns on*/
until Yws € S | (ws # wspg,) A (ws # wsEEf) ;
Send values of  to (wsEEi)°;
Execute Final phase

=1Q) A

)P =0)A

=0) A

end
Final phase
begin
repeat
Wait Result from('(’wsEEf));
if message compensate is receivetien
Execute Compensation Phasé this phase is shown in
Algorithm 3*/;
Exit Final phase;
else
| Set values taOVg;

until (Vo € Oq, M(0) = card(®o) ;

/*o has a value an all transition predecessors have finished*/
SendFinish message t& ('wsEEf );

ReturnOVqg;

end

/*Send instructions are necessary iil@NE THREADS are executed in a

distributed system, otherwise in a shared memory systewms,NE
THREADS can access directly CPN-C'W .S, to obtain this
information*/

a messageompensatethe process of executing the TCWS

is stopped, and the compensation process is started by
sending a messageompensatdo all ENGINE THREADS.

If an ENGINE THREAD receives a messagmmpensateit

VI. RELATED WORK

launches the compensation protocol. Algorithm 1 (lines 15- There exist some recent works related to compensation
18) and Algorithm 2 (lines 8- 10) describe this phase formechanism of CWS based on Petri-Net formalism [5]-
EXECUTION ENGINE and ENGINE THREADS respectively.  [7]. The compensation process is represented by Paired
In order to guarantee the correct execution of our algoPetri-Nets demanding that all VéScomponent have to be
rithms, the following assumptions are madethe network compensatable. Our approach considers other transalctiona
ensures that all packages are sent and received correctlgtoperties (e.gpr, cr, ar) that also allow forward recovery
i) the EXECUTION ENGINE and ENGINE THREADS run  and the compensation Petri-Net can model only the part of
in a reliable server, they do not fail; and) the WS the TCWS that is compensable. Besides, in those works, the
component can suffer silent or stop failures (%@ not  Petri-Nets are manually generated and need to be verified,
response because they are not available or a crash occurretile in our approach they are automatically generated.
in the platform); run-time failures caused by error in irput  Regarding the decentralized fault tolerant execution
attributes and byzantine faults are not considered. model, we can distinct two kinds of distributed coordinatio
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Algorithm 2: ENGINE THREAD Algorithm Algorithm 3: Compensation Protocol
Input: Predecessors_ETW S,,s, WS predecessors ab s begin
Input: Successors_ETW S,,s, WS successors abs 1 EXECUTION ENGINE:
Input: WSDL,s, OWLS,s, semantic web documents begin
begin Va' € A'| *a’ =0, M(a)=1AVa€ ®s, M(a') =1;
1 Invocation phase * Mark the BRCPNZ'CW Sg with the Initial Marking*/ Send
begin compensaté¢o all ENGINE THREADS;
InputsNeeded_ETW Sy < Send control values t8(*ws’; 5 . );
fee;é;pms(WSDst’ OW LSws); Wait control values fron((ws’EEi )
Wait Result from Predecessors_ ETW Sys)); end Return ERROR;
Set values talnputsNeeded_ETW Sy s;
2 until Va € InputsNeeded_ETW Sy, M(a) = card(®a) ; 2 ENGINE THREADS:
I* a has a value and all transition predecessors have finished */ begin
3 success < false; ws’ <~ WS which compensates its WS;
compensate < false; if ((ws’) = AV ¢(ws') = C then
4 C(ws') + R; | Send Control tokens tSuccessors_ETW S, ./;
repeat else
Invoke ws; InputsNeeded _ETW S, <
if (ws fails) then getInputs(WSDL,,,,,OWLS ),
if TP(ws) € {pr,ar,cr} then repeat
5 | Re-invokews; Wait Control tokens from
else Predecessors_ETW S .1,
| compensate < true; Set Control tokens tdnputsNeeded _ETW S, .s;
else until (Va’ € InputsNeeded_ ETW S, ./, M(a') # 0) ;
Wait Result fromws: /* Wait its correspondmgu{ becomes fireables’ ha; a
C(ws') « E; control yalue and all transition predecessors have finighed
Remove tokens from inputs afs; if ¢(ws”) = I then
Send Results tSuccessors_ ETW Sy s; [ C(ws) + A
L success < true, if C(ws/) — R then
6 until (success) V (compensate) ; Wait ws f'?'SheS;
7 if compensate then Invoke ws’;
Sendcompensatéo EXECUTION ENGINE; ((ws') « C
C(ws/) — C; §
Execute Compensation phasé* backward recovery: this if ((ws’) = E then
phase is shown in Algorithm 3 */ Invoke ws’;
else ) C(ws") «+ C;
L Execute Final phase | Send Control tokens tSuccessors_ETW S, ./,
ef‘d Return /* BNGINE THREAD finishes */;
8 Final phase end
begin end
9 Wait message;
if message is Finish then
SendFinish message taPredecessors_ ETW Sy, s;
10 Return;
else . . .
| Execute Compensation phase a fault handling and recovery CV8Sin a decentralized
end orchestration approach that is based on continuationfgass
/* In a shared memory syste®redecessors_ETW S,,s can be H H H
accessed 8(*ma): Suceessore BTV S s as (wss)*: and messaging, is presentepl. Nodes |_nterprgt such messages
InputsNeeded_ETW S, as(*ws), because all EGINE THREADS and conduct the execution of services without consulting

share the CPNFC'W Sq and none send is necessary */ a centralized engine. However, this coordination mechanis

implies a tight coupling of services in terms of spatial and
temporal composition. Nodes need to know explicitly which
other nodes they will potentially interact with, and whem, t
approach. In the first one, nodes interact directly. In thede active at the same time. They are frameworks to support
second one, they use a shared space for coordination. FENEsers and developers to construct TCWS based on WS-
CIA framework [8] introduces WS-SAGAS, a transaction BPEL, then they are not transparent.

model based on arbitrary nesting, state, vitality degred, a  In [10], [11] engines based on a peer-to-peer application
compensation concepts to specify fault tolerant CWS asrchitecture, wherein nodes are distributed across nhiltip
a hierarchy of recursively nested transactions. To ensure eomputer systems, are used. In these architectures the node
correct execution order, the execution control of the tesml  collaborate, in order to execute a CWS with every node exe-
CWS is hierarchically delegated to distributed engines thacuting a part of it. In [10], the execution is controlled byth
communicate in a peer-to-peer fashion. FACTS [1], is ancomponent state and routing tables in each node containing
other framework which extends the FENECIA transactionalthe precondition and postprocessing actions indicatinighvh
model. When a fault occurs at run-time, it first employscomponents needs to be notified when a state is exited.
appropriate exception handling strategies to repair ithéf  In [11], the authors introduce service invocation triggers
fault has been fixed, the TCWS continues its executionlightweight infrastructure that routes messages directiyn
Otherwise, it brings the TCWS back to a consistent termi-a producing service to a consuming one, where each service
nation state according to the termination protocol. In [9]invocation trigger corresponds to the invocation of a WS.

end
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Abstract—The approach of users connected anytime, any-
where, has led to merging isolated islands of enriched ser-
vices environments into the WEB, leaving the user free to
choose among an huge number of services. In this context
the introduction of ontologies and the creation of semantic
Web services mainly focus on using reasoners and planning
algorithms to achieve automation in basic processes as discovery,
composition and invocation. Nevertheless, there is a problem in
standardizing one unique ontology that rises in alignment issues
between the domain-specific ontologies on which semantic web
service description language eventually rely. Moreover, there is no
standardized processes that properly face privacy problem when
participants require a graduate disclosure of domain sensitive
information. We argue in this paper that a negotiation layer that
could connect service consumer and service provider is necessary
in order to overcome such limitations. The use of SAML as
transverse security language is proposed.

Index Terms—Semantic services; SAML; ontology interoperabil-
ity; semantic policy.

I. INTRODUCTION

Increasing development and deployment of broadband tech-
nologies [1] are bringing modern users more and more per-
vasive word where they are literally surrounded by services.
Moreover, the huge penetration of devices such as smartphones
and tablet PCs makes evident this trend will only going to
increase. The approach of users connected anytime, anywhere,
has led to merging isolated islands of enriched services en-
vironments into the WEB, leaving the user free to choose
among an huge number of services and so erasing strong
barriers between private and public domains. In this context,
many users use their private nomadic or mobile devices to
access sensible data, both personal such as photo and health
data or enterprise data creating very difficult scenarios where
different security and privacy needs are blended. Besides, users
demands services more and more complex and flexible, so that
pervasive systems should be able to dynamically use available
services to create mashups that could satisfy users require-
ments. At the same time, users should be able to actively
create personal, high specialized mashups by choosing among
available services, or among a narrowed pool of services
suggested by the system to fit user’s specifications.

Automated service composition had been a hot topic of
research during the last years and ontologies have been indi-

This work was partially founded by the Spanish Ministry of Science
and Innovation within the framework of the project TEC2010-20572-C02-01
CONSEQUENCE”
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viduate has a key factor for advanced services features such as
composition. The introduction of ontologies and the creation
of semantic Web services mainly focus on using reasoners and
planning algorithms to achieve automation in basic processes
as discovery, composition and invocation. An example of
automate composition from service providers perspective is
given in [2], where a knowledge-based framework is used
to solve the problem of transcoding multimedia contents for
adapt distribution to user device capabilities. Here, authors rely
on reasoning capabilities in order to compute the most suitable
step sequence to obtain seamless transcodification. But, such
an ad-hoc approach is not feasible if ported to pervasive
scenarios, where users do not know their environment in
advance.

In this paper the semantic service scenario is presented in-
Section II, where a brief overview of languages and ontologies
developed for web services is given. In Section III, the focus is
moved over the problem of security for semantic web services,
a field where interoperability raise as a fundamental issue. In
Section IV, our approach for semantic concept negotiation is
depicted.

II. SEMANTICS IN WEB SERVICES

Several efforts have been made in order to provide a
semantic frameworks for web services, generally those efforts
focus on defining standard ontologies which can be used
for describe services and for performing reasoning processes.
Between standard service description ontologies, two solu-
tions take particular relevance: the Semantic Web Services
ontology (OWL-S) [3] and the Web Service Modeling On-
tology (WSMO) [4]. Both initiatives have developed a set
of ontologies which aim to provide necessary classes and
properties in order to declare and describe services; but, while
WSMO attempts to focus on integration, OWL-S keeps more
general trying to cover description of services in a wide
sense. Deeply comparing advantages and drawbacks of the
two approaches keeps out of the scope of this paper, Lara
et al. [5] provide good starting point for comparison, being
all ontologies and tools available on initiatives web pages.
Besides, the Semantic Annotations for WSDL (SAWSDL)
was produced by the W3C in order to provide existing web
service with semantic annotation. SAWSDL provides sets of
XML attributes to establish relations between WSDL tags and
the concepts of one or more arbitrary ontology. Flexibility of
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SAWSDL allows the use of different ontologies to describe,
for instance, technical details of the service and the semantics
of the specific business domain. Nevertheless, its limited
expressiveness suggests the need for SAWDSL to work in
conjunction with richer semantics as OWL-S could be [6].

OASIS has also specified a Reference Ontology for Seman-
tic Service Oriented Architectures (RO-SOA) [7], which aims
to describe services without ties with any specific technology.
Thus, RO-SOA should provide upper-level semantics with
independence from specific implementations.

Coming to more recent initiatives, Minimal Service Model
provides a service model first introduced together with hRests
[8] and WSMO-Lite [9]. The ontology it provides is intended
to be a bridging ontology, which aims at integrating web
service and web API semantics as well as provide a bridge
between previous works such as OWL-S and WSMO.

The Unified Service Description Language (USDL) [10]
enriches the technical description of services with business
related information, which is modeled in a pool of non-
functional ontology modules. A peculiarity of this framework
lies in being able to describe physical services that do not
have any implementation. Also, the Reference Service Model
(RSM) [11], enhances technical description of services but
focusing on the bottom-up social service annotation. One of
the scopes of RSM development is to overcome difficulties in
aligning concepts from different semantic framework. RSM
authors states that the use of a reference model such as RSM
as intermediary level of alignment can reduce the scalabil-
ity problem suffered by systems who try to maps concepts
belonging to different service models. While this kind of
centralization of the alignment issue could effectively relieve
to reduce the number of bilateral mappings among ontology
concepts, it in practice shift the issue of choosing a reference
ontology onto choosing a reference model.

Moreover, in the last years, industry has begun using ontolo-
gies in order to describe internal organization, specific network
constructions, roles and hierarchies of employers among oth-
ers. Different ontologies have been created to represent specific
areas of knowledge such as juridical language for archiving
purposes or ontologies that collect and represent regulatory
remarks whose interaction would be hardly representable in a
simplest way. On top of such diverse bases of knowledge run
tools for policy definition and validation or software that pro-
vide services for control, intrusion detection and data mining
for instance. The integration of this kind of information with
the description of semantic web service would require more
dynamic approaches to concept align that allow participants
to negotiate only the information needed to incorporate those
concepts really indispensable to the current transaction.

III. SECURITY POLICIES FOR SEMANTIC-WS

Security requirements such as authentication/authorization
and cryptographic data protection are extremely stringent in
the semantic web scenario. As previously stated, one of
the key objective of introduction of semantics in the world
of services is automation, which means that systems could
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autonomously decide what information exchange, when and
how do it. If not enough, inferred information should be taken
into account. Whether privacy is a primary objective, users and
administrators should consider that some information could
be derived from other by the reasoning system. Moreover,
in automate composition scenarios, not all parties are known
in advance so that sensitive information could be collected
in very different time or locations without the knowledge
of service end user. Thus, it is fundamental need for a
semantic web service description language, and its underlay
ontology, to be able of represent this kind of interaction and
requirements, in particular security parameters have to be
considered as much as functional ones by service composition
engines. The definition of security policies represents a good
way to define this type of constraints and ontologies has
already been identifies as helpful tools for define compliant
and robust policy environments. There exist several efforts
[12] in specifying languages for semantic representation and
reasoning over policies for distributed systems but not all
previous presented frameworks for semantic web service have
a native approach on security parameters management.

WSMO aligns with WS-Policy, which is essentially a mech-
anism for combining domain-specific policy assertions and
attaching them to various policy subjects. Policies are attached
to Web service description and treated as non-functional
properties of the service. WSMO description elements can thus
be views as components for policy assertions, which will be
combined as alternative assertions within the same policy.

OWL-S, in turn, has been object of specific enhancement
in the security aspect and provides a set of ontologies which
describe security mechanisms, credential and privacy elements
that allow the definition of security policies elements [13].

USDL service level module tries to abstract technical de-
tails of security languages such as XACML or WS-Security
providing elements, i.e., SecurityAttribute or SecurityGoal,
which aim to define high level security objectives. However,
it eventually relies on WS-SecurityPolicy artifacts for detailed
definition of security policies.

The variety of scenarios depicted raises the need of inter-
operability solutions able to deal with different policy imple-
mentation framework. Service description solutions eventually
rely on domain specific ontology description for the repre-
sentation of atomic services or specific domain environments.
For example, during the specification of security or privacy
policies will likely be necessary to define the concrete roles
organization uses within its domain or, regarding functionality,
framework ontologies may be modified in order to add some
specific feature they does not capture at first and maybe
never does, if there is no extensive use of such a definition.
Ontologies cannot be static entities simply because concepts
they model are not. As ontology implementations have gained
popularity, several private, slightly different representations of
the same concepts have been developed. This could not be a
real problem in close environments such as specific purpose
software, but became essential when more parties interact
in the same process. However, construction of a “universal”
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ontology that would be used to model all kind of services and
concepts are not feasible, unless dynamic evolution is taken
into account. Moreover, current system for matching policies
works with a centralized paradigm where all information about
services is published in one broker or aggregation entity.
Exposing complete service description and associated security
and privacy policies could reveal a wealth of information about
for instance infrastructure management that at first would
intended to be maintained hidden.

Besides, entities acting as service brokers, who expose
services and match consumer requests in order to find the
most suitable service, face a problem that is current unre-
solved. Those systems, especially if working in a semantic
environment, must deal with some degree of uncertainty when
they are called to take a decision about how well services
match each other. In order to clarify these problems, let us
consider the example a) where a consumer, either a user
or an agent, registry against the service broker asserting it
has the capability of authenticate itself. It owns different
identities, which use different mechanism for authentication,
state username-password pair and X509 certificate, and will
use them depending of the trust relationships it has previously
established, or will able to establish on the fly, with the
available service provider. Furthermore, the user/agent does
not want to reveal all its capabilities at the same time for
privacy purposes. The service which would match consumer
functionality requirements has registered itself with stronger
authentication requirements and claims consumer to have an
X509 certificate. In this situation, service brokers could fall
into a mismatch to preserve the higher degree of security.

Another case of mismatch could derive from participant
membership. Consider example b), in which the consumer
has registered as member of organization A with access level
1 (A1) while service provider as member of organization B.
Both can prove their membership with credential and service
provider will serve only members of its own organization,
which access level is a (B,). Organization B is member
of a federation and so it report in registration. Details of
federation are not reported to the service broker due to privacy
agreements and because organization B dynamically joints
and leave several federation environments. When consumer
realizes the service request, A and B belong to the same
federation but if not all the details of both organizations are
clearly specified in both registrations there is no way for the
system to correctly match participants. Even if broker would
able to identify that A and B belong to the same federation,
it will still not be able of matching access levels, which are
high specific information. For example, if service provided by
B is going to modify one federation’s database, only databases
admins from participant organizations can access it.

Most of the problems above mentioned could be solved
by introducing a negotiation layer, which in case of partial
match allows contacting service provider with the consumer
and thus allowing them to agree on protocol details, establish
or verify a trust level or aligning knowledge bases. More
generally, the decision process would be partially moved from
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one centralized entity, the service broker, to a decentralized
schema that could lighten interoperability issues and render
more dynamic systems.

IV. NEGOTIATION LAYER

During the last years Security Assertion Markup Language
(SAML) [14] has been applied by organizations worldwide in a
number of different applications in order to cover their identity
management needs, so much so that it could be considered
the standard of choice in the global eGovernment and public
sectors [15]. SAML assertions can also be used within SOAP
messages in order to carry security and identity information
between actors in Web service transactions. The SAML SOAP
binding specifies how SAML assertions should be used for
this purpose [16]. On this premises, we propose to extend
SAML in order to support semantic language interactions by
providing standard, transverse profiles for interoperability. We
are working on the definition of a profile, which could accom-
modate semantic service description languages and allow the
exchange of security assertion in a semi-predefined manner.
The aim of such a profile would be to facilitate the request
of additional information for align purposes as well as the
definition of standard negotiable methods to overcome the
privacy limitations depicted in Section III. At the same time
proposed SAML profile could fill the bridge between trust
and federation frameworks, already deploying SAML based
management technologies, and the semantic automation of
services.

Consider again example b) in Sec. III. The major issue is
the different representation of access level rights. As service
provider and service consumer belong to different organiza-
tions there is no way to establish a relation between level B,,
and A;. We propose to use special SAML assertions to allow
entities to request additional information about counterpart
organization knowledge until an alignment process can suc-
cessfully take place. To initiate the profile, the requesting entity
sends a <ManageKnowledgeRequest>> message to the entity
from which it wishes additional information, see Fig.1. The
<ManageKnowledgeRequest> message should be signed or
otherwise authenticated and integrity protected by the protocol
binding used to deliver the message.

<element name="ManageKnowledgeRequest"” type="samlp:ManageknowledgeRequestType" />
<complexType name="ManageknowledgeRequestType">
<complexContent>
<extension base="samlp:RequestAbstractType"=>
<element ref="samlp:ontelement” maxOccurs="1"/=
</extension>
</complexContent>
</complexType>
<complexType name="TerminateType"/>

Fig. 1. Schema fragment defining the <ManageKnowledgeRequest> element
and its ManageKnowledgeRequestType complex type.

This message has the complex type ManageKnowl-
edgeRequestType, which extends RequestAbstractType and
adds the element <ontelement>, which is intended to be
an ontology element belonging to organization A and not
present or not knew by organization B. In the context of the
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<element name="ManageKnowledgeResponse" type="samlp:ManageknowledgeResponseType"/>
<complexType name="ManageKnowledgeResponseType"=>
<complexContent>
<extension base="samlp:StatusResponseType">
<choice minOccurs="0" maxOccurs="1"=
<sequences
<element ref="samlp:ontelement"/>
<attribute name="Relation" type="string"” use="required"/>
<attribute name="LRL" type="string" minOccurs="0"/>
</sequence>
<element ref="samlp:ontelement" maxOccurs="unbounded" />
</choice>
</extension>
</complexContent>
</complexType=>
<complexType name="TerminateType"/>

Org A OrgB
\ [
m Service N Service S
o o i °
Consumer Provider
Qo = =
n Resps h ation Resp
Authentication Response

Federated Ok
Authentication Response
Federated Ok

ributes/Rights Req:

——Rights/Attributes Response (A1}l———|

8_alpha
required

Fig. 2. Schema fragment defining the <ManageKnowledgeResponse>
element and its ManageKnowledgeResponseType complex type.

example it represents the access level of service consumer
within organization A.

The recipient of a <ManageKnowledgeRequest> mes-
sage must respond with a <ManageKnowledgeResponse>
message, which is of type ManageKnowledgeResponseType
which extends StatusResponseType, see Fig. 2. The element
<ontelement> is used to inform the requester of an existent
relation between requested ontelement and a third, public
ontology element. The responder can opt to send a sequence
of ontelement that provide enough information to align B’s
knowledge with A’s one. In the context of the example, service
consumer can respond with the A’s hierarchy of rights, so that
B can understand the role of A in its own organization. In
Fig. 3 the sequence of messages during the application of the
profile is reported.

V. CONCLUSION AND FUTURE WORK

In this article a preliminary work for the definition of a
SAML profile has been presented. The aim of the proposed
profile is to introduce a degree of flexibility in the discovery
and selection phase for Semantic Web Services belonging to
different domains.

In Section IV, protocol messages for achieving ontology
alignment in pervasive scenarios have been presented. The
scope of proposed protocol is not to provide a complete match-
ing procedure or a policy resolution protocol, contrariwise the
aim of the profile is to use a wide accepted and implemented
technology to overcome interoperability issues that appear
when clients and providers of different domains interact, a
common scenario in ubiquitous environments.

Currently, we are working on enhance the profile specifica-
tion and evaluate it in real case scenarios. The main steps in
this regard are implementation of required SAML assertions
and their integration with semantic services frameworks in
order to test the usefulness and efficiency of the procedure.
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Abstract—There has been a lot of research done towards
both camera and Wi-Fi tracking respectively, both these
techniques have their benefits and drawbacks. By combining
these technologies, it is possible to eliminate their respective
weaknesses, to increase the possibilities of the system as a
whole. This is accomplished by fusing the data from Wi-Fi
and camera before inserting it in a particle filter. This will
result in a more accurate and robust localization system. The
measurement model for Wi-Fi data uses a difference feature
vector for comparing data to the fingerprint. The images taken
from the camera are analysed, and filtered to detect human
shapes. In this paper it is proven that an increased accuracy
can be achieved by fusing the sensor data of both Wi-Fi and
camera.

Keywords-Tracking; Camera; Background subtraction; Wi-Fi;
fingerprint.

I. INTRODUCTION

The need for localization is increasing and so is the range
of related possibilities. The increasing availability of mobile
applications and social networking has increased the request
for context aware applications and services, as well as
the possible technologies and solutions. There are multiple
ways to track people in a building environment. Some are
very accurate like ultra-wide band [1] (UWB), while others
require no additional infrastructure [2, p. 24]. But there
is not one ideal technology covering all needs. There is
always a drawback when using a certain technology [3,
p- 72]. By combining these technologies, we can try to
remove the negative aspects of each individual method and
augment its strengths. This paper proposes an algorithm that
combines Wi-Fi localization and static camera tracking. The
algorithms differ to other solutions, which are presented in
Section II, by fusing the sensor data in the measurement
model before calculating an estimated position based the
individual technologies.

The main goal is by combining Wi-Fi fingerprint based
localization and camera tracking, to increase the accuracy
and reliability of the overall system. A static camera is more
accurate than Wi-Fi localization, but has blind spots, suffers
from occlusion and it is difficult to perform identification.
Wi-Fi localization is generally accurate up to room level [3],
but requires users to carry a Wi-Fi capable device, this
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also means that identification is inherent in this form of
localization. That means that Wi-Fi alone cannot locate
anybody who does not want to be tracked, i.e., does not
enable his or her Wi-Fi device.

The purpose of fusing Wi-Fi and video data is to have
a smaller localization error in the rooms where there is a
camera, in contrast to only Wi-Fi, but still offer room level
localization where there are no cameras. This paper will
rather focus on preparing the captured images and fusing that
data with the Wi-Fi data, than on the localization algorithm
and Wi-Fi data. The localization algorithm using Wi-Fi is the
same as described by Weyn [2] and will be further discussed
in Section ITI-C.

The first aspect of the vision localization is defined as
isolating human figures in the image, modelling those areas
in the image as a Gaussian mixture model [4] on a floor
plan. The fusion of camera and Wi-Fi data will encompass
the way the probabilities of both methods are combined to
get the most accurate yet still robust tracking.

First the methods that are used will be described, fol-
lowed by the results attained by these methods. Finally the
proposed algorithm and possible future work is discussed.

II. STATE OF THE ART

The research that has been done on the subject of indoor
localization using wireless signals is vast as shown by
Torres-Solis et al. [3]. Methods, such as lateration, angu-
lation and proximity, can be used for localization, but they
require the location of the terminals to be known.

Various wireless technologies have been used such as
Radio-frequency based localization [5], using Wi-Fi such as
RADAR [6], OSL [2]. Other technologies include UWB [1],
ultrasound [7] or visual tracking [8]

Oskiper et al. [8] combine camera measurement with
RF ranging measurements using a Kalman filter. Gee et
al. [9] combine camera, GPS and UWB. They both use
accurate UWB ranging measurements which implies the
installation of anchor nodes. Our proposed methods uses the
already available Wi-Fi infrastructure to enable opportunistic
localization.
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Vinyals et al. [10] propose a method to combine Wi-Fi and
audio measurements. Both measurements are done by the
mobile devices which still not solves the security problem
since anyone can inactivate their device. The combination
of Wi-Fi and fixed cameras enables the use of opportunistic
Wi-Fi localization, augmented with cameras placed in the
important areas where intruders should be detected.

III. METHODS

In this section the used methods are described, starting
with an explanation of particle filters. Afterwards the differ-
ent measurements and sensor data are explained.

A. Particle Filter

A particle filter [11] is able to cope with the multi-modal
nature of the problem, since we can alter the measurement
model as desired, depending on the kind of sensor data.
An additional problem which can easily be handled using
a particle filter is the difference in measurement times. The
camera updates multiple times a second while we we only
receive every few seconds a Wi-Fi measurement.

The Bayes’ rule (Equation 1) explains the reasoning
behind a particle filter. To estimate the posterior probability,
starting from x being the location and z being the measure-
ment. Since 1/P(z), the probability of measurement z, is
constant it is replaced with the normalization factor «.

P(x¢|2t) = aP(z¢|z) P(x4) €))

The main components in a particle filter are the motion
model, measurement model and resampling [2], [11]. The
motion model generally consists of rules that govern how
the particles can move, these rules are usually modelled to
reflect the real world.

The measurement model describes how the measurements
from the world are used to assign a weight to particles. The
higher the weight of a particle, the higher the believe of this
state. All particle weights sum to one, so that the collection
of particles can be called a posterior density function.

The resampling step describes how particles are repo-
sitioned between frames. Particles with low weights are
removed, while particles with high weights are duplicated.
This results in a higher particle density in areas with high
probability, since those are the areas that are the most
interesting to monitor.

B. Heterogeneous Measurements

Both measurements are fundamentally different: where
the Wi-Fi measurement compares the signal strength of
the client (a tag, smart phone, netbook, etc.) to a database
of signal strengths, camera tracking involves detecting an
object as it moves through the environment. This means that
Wi-Fi does not have problems with identification, since only
the object that is being tracked can transmit the data relevant
to its localization and by doing so automatically identifies
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itself. Identification might be easy for Wi-Fi localization, it
cannot track an object that does not give its Wi-Fi signal
strength.

Camera tracking has much more difficulties to identify
what it is tracking, it is not inherent as with Wi-Fi. However
it is possible to detect all other objects in the view plane,
so that it is possible to track the people who are not being
tracked with Wi-Fi or to increase the accuracy by combining
the two measurements.

C. Wi-Fi Localization

The measurement model of [2] is used. It uses pattern
matching, here the difference feature vector of the received
signal strengths (RSS) from multiple Wi-Fi-access points
from the measurement is compared with the fingerprint
database using a Gaussian kernel method. Penalties are
added if access points are missing from the measurement
data or extra access points are found in the measurement
data. If an access point is visible at the location of the tag but
is not represented in the fingerprint of a certain location, then
we assume that the fit between measurement and fingerprint
is less accurate and vica versa. This is implemented by
adding a penalty to the weight, respective to either the RSS
of the extra signal or the expected RSS value.

Because fingerprint matching relies on a database with
RSS values from the area wherein the tracking will occur, it
is necessary to measure those RSS values at certain intervals
in space. This is a drawback, because it requires some
manual labour, but is preferred to methods like time-of-
flight, because it does not require that the location of access
points and difficult environment specific propagation models
to be known.

D. Camera Localization System

This section will describe the processing of the video
frames before the data is fused together, which is illustrated
by Figure 1. First the foreground segmentation is described,
followed by how human shapes are extracted and finally
mapped to a floor plan.

1) Background Subtraction: Because of the static camera
position, a good point to start detecting people is background
subtraction. In its most basic form, background subtraction
(BGS) takes an image of a room with only background
objects, then it uses the absolute difference between the
background image and the current video frame, this is called
image differencing. After thresholding, this will result in
a mask, which segments the foreground objects from the
background.

However backgrounds are not static. Changes in lighting
and objects being moved, like chairs and tables, can render
the background image outdated and useless. To combat this
it is necessary to update the background image at a specific
learning rate. This results in a trade-off between coping
with fast changing environment factors, such as lighting,
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(b)

Figure 1.

]

(c) (d

The steps of the visual preprocessing. (a) The original image. (b) The foreground mask returned by the background subtraction. (¢) Human

filtering applied to the foreground mask.(d) The Gaussian kernel of the blob in image (c) mapped to the floor plan.

and preventing temporarily stationary foreground objects to
be absorbed in the background. One such method is median
background subtraction where the median value of the last
n values is used as background model.

An approach that differs from the image differencing in
the way that it does not use a single image as background
model, is Mixture of Gaussians, which is displayed in Fig-
ure 1(b). Here a pixel in the background model is represented
by Gaussian kernels at a certain color vector, in this case the
RGB color value. Because a pixel can consist of multiple
Gaussians, this method can accurately model regions where
the background image changes over time between a couple
of color vectors, such as a tree branch moving in the wind.
a pixel from the current frame is compared to that pixel
in the background model, which is a certain amount of
Gaussian kernels. If it lies within a certain threshold of a
Gaussian it is classified as background. If the pixel that is
being compared falls outside all Gaussians it is classified as
foreground model and the background model is updated [4].

The resulting image is called a foreground mask, it is
basically a binary map of pixels, which are deemed to be of
a foreground object. This mask will consist of all objects that
are not stationary. This also includes things like chairs that
have recently been moved. Since the goal is to track human
beings we try to eliminate these false positives. Generally
a person will appear as a tall blob in the foreground mask,
thus by focusing on these shapes we can reduce the impact
of objects like moved furniture. Figure 1(b) shows the result
from a mixture of Gaussians BGS.

2) Human filtering: A person in three dimensional space
will occupy a cuboid, when projected onto a two dimen-
sional plane, like an image, that person will occupy a
rectangle in the image. The image is filtered by a box-
filter with the width and height of the rectangle a person
would occupy in the image. The difference is that the filter
is not centred around its origin point. The origin point is
located at the bottom of the structure element, this focuses
the most intensity at the bottom of the blob as described by
Van Hese [12]. This causes that only blobs, which could be
people return a high response, effectively filtering out noise.
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An added constraint is that the pixel value at the origin
point of the structuring element, has to be higher than a
certain threshold. This is done to prevent the filter from
returning high values below the detected blob. As a person
gets closer to the camera, the region he occupies will get
larger as well. This is taken into account by defining two
sizes of filter, one at the furthest region in the image and
one size for the nearest region, for the rest of the image the
size is interpolated between the large en the small size.

The size scaling described in the previous paragraph is
preferred above scale space implementation. Scale space
estimates the probability of the depth value of a certain
object [13], but this consumes a lot of processing power.
It scans the entire image multiple times with progressively
scaled detection unit, thus creating a three dimensional rep-
resentation of a two dimensional image. This is superfluous
since the orientation of the floor is known, then we can
estimate the possible depth of a person based on its location
in the image.

At this stage the foreground mask will consist solely of
the lowest region of tall blobs, which we assume are the feet
of people in the room. This region will be used to map the
location in the camera image to a location on a map of the
room using only one camera. The transformation from the
camera to the floor plan would cast ‘shadows’, bright areas
on a map as a result of the projection onto the floor plan.

3) Gaussian modelling: To further prevent this projection
effect, and reduce the consumed bandwidth, the filtered
foreground mask is described using Gaussian kernels. The
kernels that are used are circular 2D Gaussian functions. To
model a binary image with Gaussian functions, we make
some assumptions and cut corners. For instance, a binary
image is not desired when using a particle filter, a more
beneficial shape is in fact a Gaussian curve.

With that in mind it is justified to inaccurately model
the binary image with Gaussian functions. Secondly, by
choosing circular Gaussian functions we can further reduce
the ‘shadow’ effect created by projecting the image. By
modelling the foreground mask before it is fitted to the
floor plan, we can maintain the circular nature of the
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(@ (b)

Figure 2.

(@ (e)

The results of Gaussian modelling. (a) A test image with white blobs with increasing size. (b) The resulting image from the human filtering.

notice that the blob in the center is about the same size as the blob on the left, despite their difference in size in the original image. (c¢) Initial state of
Gauss modelling algorithm. (d) The third iteration of the algorithm. (e) The eighth and in this case final iteration

blobs. The image is modelled by Gaussian curves with
coordinates = and y and a o parameters, only its coordinates
are completely transformed while the standard deviation is
scaled accordingly, resulting in circular Gaussian functions
on the floor plan as seen in Figures 1 (d), which is what is
desired.

A method for finding Gaussian distributions in data is
Expectation Maximization algorithm. Here a number of
Gaussian distributions are mapped to the data. The drawback
of this is that the number of separate clusters has to be
known, this is not feasible in this set-up. Thus a separate
algorithm is devised as shown in Algorithm 1. The proposed
algorithm starts from a binary image, where for every white
pixel a Gaussian kernel is added to an array of Gaussian
kernels. That Gaussian kernel has the same coordinates as
the pixel in the image and a default standard deviation. Then
every kernel in that list is compared against every other
kernel. If two kernels are not c-separated the kernels are
combined, meaning their location is averaged and standard
deviation is convoluted according to Equation 2. This is
done until no new combinations are made. This method is
illustrated in Figure 2.
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This algorithm gives Gaussian functions located at places
with a high probability of having a person there. The formula
of a two dimensional circular Gaussian curve is as shown
in Equation 3, with 0 = 0, = o,. The normalizing 