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VEHICULAR 2018

Forward

The Seventh International Conference on Advances in Vehicular Systems, Technologies and
Applications (VEHICULAR 2018), held between June 24, 2018 and June 28, 2018 in Venice, Italy,
continued a series of events considering the state-of-the-art technologies for information
dissemination in vehicle-to-vehicle and vehicle-to-infrastructure and focusing on advances in
vehicular systems, technologies and applications.

Mobility brought new dimensions to communication and networking systems, making
possible new applications and services in vehicular systems. Wireless networking and
communication between vehicles and with infrastructure have specific characteristics from
other conventional wireless networking systems and applications (rapidly-changing topology,
specific road direction of vehicle movements, etc.). These led to specific constraints and
optimizations techniques; for example, power efficiency is not as important for vehicle
communications as it is for traditional ad hoc networking. Additionally, vehicle applications
demand strict communications performance requirements that are not present in conventional
wireless networks. Services can range from time-critical safety services, traffic management, to
infotainment and local advertising services. They are introducing critical and subliminal
information. Subliminally delivered information, unobtrusive techniques for driver’s state
detection, and mitigation or regulation interfaces enlarge the spectrum of challenges in
vehicular systems.

The conference had the following tracks:

 Fundamentals on communication and networking

 Experiments and challenges

 Security and evaluation

 Unmanned vehicles

 Cooperative Intelligent Transportation Systems (CITS)
We take here the opportunity to warmly thank all the members of the VEHICULAR 2018

technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors who dedicated their time and effort to contribute to VEHICULAR 2018. We
truly believe that, thanks to all these efforts, the final conference program consisted of top
quality contributions.

We also gratefully thank the members of the VEHICULAR 2018 organizing committee for
their help in handling the logistics and for their work that made this professional meeting a
success.

We hope that VEHICULAR 2018 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress in the field
of vehicular systems, technologies and applications. We also hope that Venice, Italy provided a
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pleasant environment during the conference and everyone saved some time to enjoy the
unique charm of the city.
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Abstract— Vehicular communications and networking 

technologies provide essential support for data services across a 
Vehicular Ad-hoc Network (VANET) and play a key role in the 
Intelligent Transport System (ITS). In this paper, we introduce 
a cluster-based two-way data service model that promotes 
efficient cooperation between Vehicle-to-Vehicle (V2V) and 
Vehicle-to-Infrastructure (V2I) communications, or namely 
V2X, to improve service performance for vehicles and the 
network. Our results show that the cluster-based model can 
significantly outperform the conventional non-cluster schemes, 
in terms of service successful ratio, network throughput and 
energy efficiency. 

Keywords— cluster; V2X communications; VANET; energy 
efficiency. 

I.  INTRODUCTION 

With the rapidly increasing number of vehicles and 
complex road networks, traffic congestion, car accidents and 
large amount of energy consumption are among the main 
challenges in the development of smart mobility as part of the 
Intelligent Transportation System (ITS) [1]. To address these 
problems and ensure road safety and traffic efficiency, it is 
vital to make traffic information (e.g., speed and vehicle 
density) and environmental information (e.g., weather and 
road condition) timely available for road users and network 
operators.  

The Vehicular Ad-hoc Network (VANET) is an extended 
version of the Mobile Ad-hoc Network (MANET) and 
intended for improving driving safety and efficiency through  
both vehicle-to-vehicle (V2V) and Vehicle-to-Infrastructure 
(V2I) communications. V2V and V2I can be operated 

cooperatively as V2X, making the VANET play a better role 
in ITS in a complex traffic environment. 

This paper proposes a V2X-based service system where 
the clustering technique is applied to improve transmission 
and energy efficiencies by significantly reducing V2I 
connections.  A cluster is a group of vehicles within the 
transmission range of each other, as shown in Fig. 1 where 
cluster heads exchange data with RSU via V2I while the other 
cluster members communicate with cluster heads via V2V. A 
data service model with cooperative V2X transmission via 
clustering is also introduced, for effectively uploading the 
local information to the database and downloading the 
required service data from RSUs.  

The remaining of the paper is organized as follows. 
Related work is discussed in Section II. Section III presents 
the clustering algorithm and applies it in the proposed data 
service model. Section IV explains the simulation results 
produced by OMNET++, SUMO and MATLAB software 
tools. Finally, Section V concludes the paper. 

II. RELATED WORK 

The idea of combining V2I and V2V has been applied in 
many works on VANET. In [2], Noori et al. explore the 
combination of various forms of communication techniques, 
e.g., cellular network, Wi-Fi and ZigBee for VANETs. In [3], 
a roadside unit (RSU) plays a vital part to provide services and 
make scheduling arrangements using a simple network coding 
in a V2X approach. This approach may cost more energy to 
complete the service and does not consider the packet loss and 
associated latency caused by the failed services. In [4], 
multiple RSUs are involved in broadcasting data periodically 
to vehicles via V2I and forwarded to vehicles via V2V if they 
are not inside the transmission range. This model requires 
efficient handover mechanisms to ensure stable and in-time 
data services between the vehicles concerned. 

The Dedicated Short-Range Communications (DSRC) 
technology refers to a suite of standards of Wireless Access in 
Vehicular Environments (WAVE) [5] and supports both V2V 
and V2I communications. Vehicles equipped with sensors can 
collect local traffic and environment information and 
exchange it for the similar information of other regions (place 
of interest) with RSUs. A RSU acts as an interface between 
vehicles and the vehicular network to provide vehicles the 
service information requested and pass on the collected 
information to other part of the network. The high mobility 
and density of vehicles presents a big challenge in V2X 
communications, which causes congestion in service delivery 
in this environment. In addition, moving vehicles will keep Figure 1. A VANET model with clusters 

1Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-643-9
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exchanging information and this will cost a significant amount 
energy for continuous data sensing, transmission and 
processing, especially for V2I as it needs to cover longer 
distances than V2V.  

The Lowest-ID clustering algorithm is a basic method to 
select cluster head, which uses the unique vehicle ID numbers 
as the selection standard [6]. This algorithm works stably in 
most MANETs but may not always be suitable for VANET 
due to higher velocity and more restricted routes for vehicles. 
The AMAC (Adaptable Mobility-Aware Clustering) 
algorithm [7] mainly considers the destination as the key 
factor in forming clusters to improve the stability of clusters 
and extend the cluster’s lifetime. However, the destination 
may not always be collected from navigation systems as 
drivers do not always use them for the known routes. A three-
layer cluster head selection algorithm based on the interest 
preferences of vehicle passengers is proposed for multimedia 
services in a VANET [8]. This scheme is inefficient when the 
requirements in operations differ too much.  

Based on the discussion of V2X related work, a more 
efficient service delivery method is introduced in this paper by 
utilizing clusters and minimizing channel congestion caused 
by excessive V2I transmission in conventional service models. 
We will show that the cluster model outperforms the non-
cluster model at both service and energy efficiency levels. 

III.  SERVICE MODEL THROUGH CLUSTERING 

In MANETs, moving nodes can be divided into different 
sizes of clusters, such as using the “combined weight” 
algorithm to select cluster heads [9]. The selection takes the 
current position, number of neighbours, mobility, and battery 
power of nodes into consideration. In VANETs, vehicles’ 
mobility is more limited by the road type, traffic signs and 
other traffic factors. Therefore, the elements involved in 
forming clusters in a VANET need to be adjusted accordingly. 

A. Cluster Head Selection   

There are three types of nodes (vehicles) in a VANET: 
Free Node (FN), Cluster Head (CH), Cluster Member (CM). 
The clustering algorithm considers the one-hop neighbours of 
each node and the cluster size is decided by cluster head’s 
communication range. CH is responsible for collecting data 
and service requests from CMs, uploading current driving 
information (e.g., traffic is normal or congested), and 
requesting services from the RSUs. This paper defines a new 
weighting metric for selecting the CH, considering the factors, 
such as position, velocity, connectivity and driving behaviour 
of the vehicles involved.  

The position of each node is obtained from GPS (Global 
Positioning System) data. The average distance, Pi, between 
CH and CM should be as short as possible, which is given by 

 ∑ −+−= =
n
j ijiji yyxx

n
P 1

22 )()(
1

  (1)  

where n is the number of neighbours of node ni, x and y are 
coordinate values of two involved nodes. 

The velocity of CH, Vi, is defined to be the difference 
between the velocity of a candidate node vi  and the average 
velocity for the current traffic flow, and given by:  

 ∑ =
−=
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n

vV
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1
                             (2) 

where vj is the velocity of the j-th neighbour of the candidate 
node. 

The connectivity of the candidate node is reflected by the 
number of its neighbours, Ni. The ideal connectivity is denoted 
as σ, which represents the maximum number of neighbouring 
nodes within one hop without causing traffic congestion, and 
is given as: 

1000/1332 lt nR ××=σ                             (3) 

where Rt is the transmission range, nl is the number of lanes. 
The constant value 133 represents the highest possible density 
(vehicles/(lane·km) [10]. The actual connectivity, Ci, is to 
measure how close the Ni is to the ideal value σ, i.e.:  

σ−= ii NC                                   (4) 

The last factor is the acceleration of the vehicle, ai, to 
reflect the driving behaviour Di by showing how stable a 
vehicle is when running along the road, i.e.:  

ii aD =                                        (5) 

The weighting matrix is formed by combining the four 
factors discussed above which are considered equally 
important. After the normalization of the four measurements, 
as shown below,  
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the weighting matrix, , is defined as 

  '''' iiiii DCVPW +++=                                       (7)                                                

where Pmax is the distance between the i-th vehicle and the 
farthest vehicle from it, Vmax is the speed limitation by traffic 
rules that a vehicle can reach in the flow, Dmax is the maximum 
absolute value of acceleration the vehicle can reach when it is 
running. A smaller Wi indicates the higher suitability of the 
candidate for the CH. 
 When a vehicle detects itself as a free node (FN), it sends 
a vehicle information packet to its neighbours and enables 
them to calculate its weight value Wi based on (7) which is the 
basis of CH selection: the vehicle with the smallest Wi value 
becomes the CH. If a vehicle generates a Wi that is smaller 
than a weight threshold, it will send a claim message with its 
weight Wi to the neighbours to announce its suitability for CH. 
Other nodes will compare the received Wj with their own 
weight and send claim messages to argue if theirs have a 
smaller weight than Wi. Otherwise, it will become the CH after 
a threshold window time and declare its identity as CH of its 
neighbours. This process takes place at either a fixed or varied 
interval(s) depending on traffic conditions given.  
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The service model that we have developed utilizes cluster-
based V2X communications. In this model, vehicles are 
grouped into clusters for information exchange between 
vehicles and RSUs. CHs are selected to gather and aggregate 
information collected by CMs and disseminate service packets 
to CMs via V2V. V2I transmissions take place only between 
CHs and RSUs via V2I directly, including uploading 
information to the server via RSU and downloading service 
data from RSU by CHs, as shown in Fig. 2.     

The cluster-based service model has transferred most of 
the data delivery from long-range V2I to short-range V2V. In 
this way, both transmission collision in the vehicle-RSU links 
and energy consumption can be reduced. The database server 
shown in Fig. 2 stores service information including the traffic 
and environmental information such as the velocity of current 
traffic flow, real-time density of vehicles, weather conditions 
and road status, which is updated periodically. 

This service system follows the standards of IEEE 802.11p 
and IEEE 1609 family [5], which specifies 7 channels of 10 
MHz each including one control channel and 6 service 
channels. The control channel is used for exchanging control 
messages and safety information, while service channels are 
used for delivering service information packets. 

B. Service Delivery   

Vehicles within the same cluster may gather similar 
information, especially the weather and road conditions. In 
addition, different vehicles may request information for the 
same regions. Therefore, CH integrates the collected 
information before forwarding it to RSU. The aggregated data 
at CH will be less than what it has been collected, so the 
transmission efficiency in the V2I links can be improved. 
Upon receiving the information from CH, RSU updates the 
database and generates the service packets requested by 
vehicles. Service packets are then sent via V2I to CH which 
will redistribute them to CMs via V2V.  

Each RSU maintains its own database to store the recent 
service information collected from different CHs within its 
coverage. RSUs in different areas will periodically exchange 
and update information between them. In this case, vehicles in 
one area can learn the information about a larger range of areas 
ahead. The information service helps drivers to choose the best 
routes to reach their destinations and avoid congestion and 
accidents. They can also be aware of the travelling time they 
will spend. 

The RSU is up to 8-15 meters high [11] and the distance 
between a RSU and vehicles is much farther than the distance 
between vehicles themselves, thus V2I requires higher 
transmitting power than V2V to deliver data. The transmitting 
power for V2V mainly depends on the distance between CH 
and the farthest CM from CH and the maximum transmission 
distance (d*) in this case is mainly based on the number of 
vehicles in a cluster. Denote the distance between two vehicles 
as di,j, then: 

  { }ji
njni

dd ,
* maxmax

∈∈
=                             (8) 

Given the receiver sensitivity Pr, the required transmitting 
power of the i-th transmission by a vehicle, Pti, is given by  

 pirti LPP ⋅=                                            (9) 

where Lpi is the path loss of this transmission link and 
represented by (assuming the free-space scenario) 

   
rt

i
pi GG

d
L

2
4








=
λ
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where di is the link distance, λ is the wavelength of the signal 
transmitted, Gt and Gr are transmitting and receiving antenna 
gains.  

For cluster-based service delivery, the total transmitting 
power, Ptc, can be calculated as: 

  IV

n

i iVVtc PPP 2

1

1 2 +=∑
−

= −                           (11) 

where n is the number of vehicles in a cluster, PV2V is the 
transmitting power for V2V communications, defined as Pti in 
(9), and PV2I is the transmitting power for V2I 
communications.  

For service delivery without clusters, the total transmitting 
power Pt, is simply the sum of individual vehicle transmission 
power all in the V2I mode, i.e.:  

∑= −=
n

i iIVt PP
1 2                                            (12) 

C. Performance Evaluation 

In this paper, the following four metrics are applied to 
evaluate the performance of the proposed system.  

• Service ratio (γ). It is the ratio of the number of 
successful delivered requests ns to the total number of 
requested services n. This is a vital metric to evaluate 
the effectiveness of the V2X system. This performance 
metric is given by: 

n

ns=γ                                   (13) 

• Average service delay (τ). It is defined as the average 
duration from a vehicle submitting a service request to 
it finally receiving the service packets, which is 
expressed by: 

Figure 2. Cluster-based service model 
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where tsi is the time duration of the i-th successful 
service transmission, nus is the number of unsuccessful 
service requests, and tp is the waiting time a vehicle 
spends for the service which is not delivered.  

• Throughput (η). It is a widely applied metric to 
evaluate the transmission efficiency of a system. It is 
defined as the average size of data successfully 
delivered over a time unit. 

T

ps=η                                   (15) 

 where ps is the total size of delivered service packets, T 
is the total transmission time.  

• Energy Consumption (EC). It is measured as an average 
amount of energy (Joule) consumed for transmitting 
one bit of data, or called energy per bit. Given 
transmitting power Pt and throughput η, the energy 
consumption is given by  

 
η

t
C

P
E =                                 (16) 

IV. SIMULATION AND RESULTS ANALYSIS 

A. Simulation Setup 

The traffic scenarios and communications models are 
simulated using SUMO [12] and OMNET++ [13]. SUMO is 
a powerful traffic simulator and supports multiple road 
topologies and vehicle attributes. It can cooperate with other 
network simulators via its Traffic Control Interface (TraCI) 
modules. OMNET++ is an extensible, modular, and 
component-based C++ simulation framework, supporting 
various types of network simulation developments.   

We built a one-way straight road with three lanes on 
SUMO, in which vehicles in each lane are running as a flow 
and the related service model is shown in Fig. 2. According to 
the Highway Code [14], the safe stopping distances are related 
to the driving speed. Considering the transmission range of 
V2V, which is usually 300 metres, the number of vehicles in 
a cluster on motorways is related to the flow speed as well. 
Based on the safe stopping distance, we define six scenarios 
in simulation for the flow speed of 32, 48, 64, 80, 96, 112 
km/h, respectively. The relationship between the vehicle 
number and flow speed is shown in Fig. 3.    

 
The transmission model is configured based on the IEEE 

802.11p and IEEE 1609 Family. Table I gives the parameters 
of the physical and MAC (Media Access Control) layers of the 
vehicular communication system and Table II specifies the 

TABLE I.  SIMULATION PARAMETERS 

Parameters Value 

Frequency band 5.850-5.925 GHz 

Channel bandwidth 10 MHz 

Receive power 
sensitivity -89dBm 

Propagation model Free space model 

Data rate 6Mbps, 12Mbps 

Number of requests 20-25 

Data size 1000 bits 

Number of lanes 3 

Simulation time 300s 

 

Figure 3. Service ratio under different flow speeds 

Figure 4. Non-cluster service model 

TABLE II.  TRANSMISSION POWER IN V2V AND V2I 

Flow speed (km/h) 32 48 64 80 96 112 

V2V (mW) 0.802 1.020 0.899 0.867 0.925 0.711 

V2I  (mW) 2.885 2.898 2.890 2.841 2.878 2.821 
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transmission power in different modes (V2V and V2I), which 
are adopted in simulations.  
 For the purpose of performance comparison with the 
proposed service model, we have also simulated the non-
cluster model, as shown in Fig. 4 where the same number of 
vehicles and vehicle velocity are set in each scenario. Once the 
vehicles enter the transmission range of the RSU, they 
communicate with RSU directly via V2I. The two models are 

evaluated for the same set of performances, featuring the 
service ratio, average service delay, throughput and energy 
consumption. 

B. Results analysis 

Fig. 5 shows different service ratios (or successful rate of 
service delivery) of both Cluster-Based (CB) and Non-Cluster 
(NC) service models under 6 different scenarios and with 
different flow speeds and vehicle densities. CB achieves 
higher and more stable service ratios than NC under all 
scenarios and at both 6Mbps and 12Mbps data rates. The 
service ratio of NC also shows a raising trend with the increase 
of the flow speed. This is due to the lower vehicle density 
when the flow speed is higher, which reduces transmission 
collision and congestion. When the flow speed is low, the 
distance between vehicles is relatively short and more vehicles 
are involved within the same transmission range, leading to 
more service requests and local data collected for 
transmission. In this scenario, by grouping vehicles into 
clusters, transmission loads between vehicles and RSUs are 
reduced, hence less collision events in the CB model than in 
the NC model. When vehicles move out of the transmission 
range of RSU, those without support of clusters will not be 
able to receive service packets directly from RSU. But in the 
cluster-based model, CMs can still obtain services from the 
CH that has stored service data from RSU as long as they are 
in the transmission range with the CH via V2V.  

The average service delay is shown in Fig. 6, which 
includes the time spent on transmitting service data and the 
waiting time for re-transmission when the previous service 
delivery is failed. In the NC model, each vehicle has to wait 
for downloading service data from the RSU in turn. This delay 
is reduced in the CB model since only CH is involved in V2I 
transmissions. In addition, more time can be saved by using a 
cluster where CH transmits aggregated sensing data collected 
from CMs and broadcasts service data from RSU to the CMs 
that request the same information. The delay profile presented 
in Fig. 6 is also correlated with the service ratio results shown 
in Fig. 5. When the flow speed increases, there will be less 
collision or congestion cases as a fewer number of vehicles  
are involved in transmission, thus in this scenario the CB 
model does not show as much advantages as they have at low 
flow speeds.  

In Fig. 7, it is shown that the CB model clearly outperforms 
the NC model in terms of the network throughput under all six 
different scenarios. Throughput in the CB model appears to be 
more sustainable than that in the NC model, and the gaps 
between them are data rate dependant. As we can see, the CB’s 
throughput at 6 Mbps is up to 2.3 times higher than that of the 
NC model, while when at 12 Mbps the difference is increased 
to up to 5 times.  However, the throughput of the NC model 
also increases with the flow rate as less service requests are 
generated at high flow speeds or low vehicle densities.   

The average throughput of individual vehicles is shown in 
Fig. 8 versus the flow speed. Generally, the throughput of 
individual vehicles in all schemes increases with the flow 
speed. As higher flow speeds correspond to lower vehicle 
densities according to Fig. 3, lower congestion in data traffic 
and, as a result, higher throughput will be expected in this 

Figure 5. Service ratio under different flow speeds 

Figure 6. Average service delay under different flow speeds 

Figure 7. Throughput under different flow speeds 
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situation. In addition, it also correlates proportionally with the 
data rate as well. At low flow speeds, the CB model has a clear 
throughput advantage over the NC model because clustering 
helps to improve transmission efficiency. But the NC model 
can achieve competitively high throughput when the flow 
speed increases and with a higher data rate. 

The energy consumption performance in terms of Joule per 
bit is demonstrated in Fig. 9 for the two service models. 
Vehicles in a cluster exchange data with a RSU via V2X, i.e. 
V2V between themselves and V2I between CH and RSU, 
while when clusters are not used all transmissions rely on V2I. 
This will make a significant difference in energy consumption 
between the two service models, as shown in Fig. 9. Like the 
results in other performance figures, the CB model is 
considerably more energy efficient than the NC model, and 
this advantage is particularly evident in the low flow-speed 
regions. The performance gap is closing down as the flow 
speed increases.  

V. CONCLUSION AND FUTURE WORK 

In this paper, we propose a service delivery model via V2X 
in a vehicular network to improve the transmission efficiency 
and reduce energy consumption. This model can effectively 
provide vehicles with real-time traffic and environmental 
information for selecting the best routes to their destinations 
and avoiding traffic accidents or congestions. A combined 

weighting metric is introduced in this paper and applied to 
form clusters. The CH is selected based on the mobility and 
connectivity of vehicles to ensure the stability and efficiency 
of data exchange and service delivery. As only CHs are 
responsible for direct communication with RSUs and 
dissemination of service data to other vehicles in the network, 
the cluster-based V2X approach presented in this work can 
significantly enhance service delivery efficiency and reduce 
energy consumption. This has been shown by simulation 
results, in terms of service ratio, average service delay, 
throughput and energy efficiency, in comparison with the 
performance of the V2I dominated non-cluster model.   

Future work will consider more complicated scenarios in 
highway settings. The data aggregation method will be 
extended to develop specific data fusion and integration 
algorithms based on the information entropy theory. In 
addition, the two-way service model and associated energy 
analysis schemes will be established and investigated for 
developing a more realistic and efficient V2X service delivery 
platform.  
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Abstract—A number of geolocation-based Delay Tolerant Net-
working (DTN) routing protocols have been shown to perform
well in selected simulation and mobility scenarios. However, the
suitability of these mechanisms for vehicular networks utilizing
widely-available inexpensive Global Positioning System (GPS)
hardware has not been evaluated. We propose a novel geolocation-
based routing primitive (Centroid Routing) that is resilient to
the measurement errors commonly present in low-cost GPS
devices. Using this notion of Centroids, we construct two novel
routing protocols and evaluate their performance with respect to
positional errors as well as traditional DTN routing metrics. We
show that they outperform existing approaches by a significant
margin.

Keywords–Vehicular network; DTN routing; Centroid routing;
GPS error.

I. INTRODUCTION

Research published by the Delay- and Disruption-Tolerant
Networking (DTN) community over the last decade shows sig-
nificant benefits to incorporating geolocation information into
routing algorithms. This is unsurprising, given that DTN rout-
ing protocols are required to make local forwarding decisions,
without the benefit of consistent global routing information.

Much of this work is evaluated only in simulation and
emulation environments (and we include our own prior work
in making this generalization [1]), in which the positional
measurements are assumed to be highly accurate. In practice,
vehicular communication modules are often (and perhaps
increasingly so) constructed from very inexpensive hardware
without high-quality antennas or complex GPS chipsets, and
expected to function in urban canyons or other environments
with partially obstructed GPS signals.

Under such conditions, the advertised ±20 m civilian
GPS accuracy bounds quickly decay to nearly 200 m, with
the more eccentric error typically occurring orthogonally to
the direction of travel, without resembling a normal error
distribution [2]. The implication for the consumer of such
position data is that the location delta between updates due
to error may be an order of magnitude larger than the actual
distance travelled in the same time. Simply taking additional
samples cannot resolve this error due to the high correlation
between consecutive GPS location readings. This explains
the all-too-common scenario of “my GPS thinks I’m driv-
ing in a field/lake/building/offramp/etc”. Commercial GPS-
based mapping devices are relatively successful at hiding
such inaccuracies by taking hints from the map database and
making sophisticated assumptions (learned through decades
of development on this single application), such as smoothed

This paper is authored by employees of the United States Government and
is in the public domain. Non-exclusive copying or redistribution is allowed,
provided that the article citation is given and the authors and agency are clearly
identified as its source. Approved for public release: distribution unlimited.

travel trajectories and snapping the position to nearby roads.
However, when these assumptions are wrong, even greater
errors may be introduced so we must find other mechanisms
for mitigating the underlying errors in positional data. Please
note that we don’t mean to imply that advances in technology
won’t decrease these errors; technology trickle-down, availabil-
ity of Global Navigation Satellite System (GLONASS), and
planned improvements in future GPS satellites will all have
that effect in the coming decades, however the current general
assumption of zero error will continue to be unwarranted for
the foreseeable future.

Our contributions in this work include a novel routing
primitive and two novel routing protocols based on this prim-
itive. We also perform an analysis of the effects of errors in
positional data on our two protocols and an existing protocol.
Lastly, we contribute an oracle router for the ONE simulator.
Code for all routers is made available via the Tactical Net-
worked Communication Architecture Design lab website [3].

The structure of this paper is as follows: Section II dis-
cusses the prior work in DTN routing protocols that we build
upon in this work. Section III presents our new routing prim-
itive, and two DTN routing protocols based on that primitive.
Section IV evaluates the protocols via the ONE Simulator.
Section V concludes.

II. RELATED WORK

Our routing primitive design takes inspiration from a num-
ber of location-based routing protocols developed for mobile
ad-hoc networks, including Vector, APRAM, DREAM, SIFT,
and GRID [4]–[9]. Vector maximizes message spreading by
preferentially transferring messages to neighbors traveling in
a direction orthogonal to the node’s own direction of travel.
It calculates the trajectory vectors from repeated GPS sam-
ples. APRAM [10] utilizes GPS coordinates to discover the
geographically shortest path to the destination, while DREAM
uses the cached node locations to make local forwarding deci-
sions that forward packets in the direction of the destination.
Similarly, AeroRP [11][12][13] uses both the coordinates and
velocity of neighbors to locally determine the best next hop.
LAR [14] uses location information to bound the area of the
route discovery phase, thus reducing overhead. Beaconless
geographic routing [15] exploits the broadcast nature of wire-
less channels to overhead the location of neighboring nodes,
and use this information to discover the best route. Other
protocols such as IGF [16], BOSS [17], and BLR [18] have
been proposed that vary in the algorithm used to select the
forwarding node.

We presented a 2-page poster paper describing the issue
of ignoring GPS errors when simulating geographic grouting
protocols [19], however it did not include our novel protocols
or the simulation analysis described in this work.
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III. CENTROID-BASED ROUTING

In this work, we introduce a novel geographic routing
primitive called the Centroid. In physics, the centroid is defined
as “the center of mass of a geometric object of uniform
density” and our Centroid intentionally evokes this idea in
the context of geographic routing. In looking at the location
history of a mobile node, whether a circuit, linear path, or other
arbitrary trace, we can envision a central point at which that
trail would be balanced. Unlike the physical centroid, which
takes into account all the mass composing an object, we only
concern ourselves with the points on the trace itself, which
indeed may not for a closed shape at all. This centroid then
may be calculated as:

Cx(tp) =

tp∑
t=1

Cx(t− 1) × (t− 1)

t
+

xt

t
(1)

Where C is the Centroid, x is the X, Y, or Z component
of the node position, and tp is the present time increment.
Time increments are in terms of the chosen update interval. In
practice, we calculate the delta between the old Centroid and
the new Centroid at each update as follows:

∆Cx(tp) =
xtp − Cx(tp − 1)

tp
(2)

This primitive is naturally resistant to noise introduced
into the location history due to GPS reception errors, since
they will be averaged out over time. This is in contrast to
positional routing primitives that rely only few/recent GPS
readings to make routing decisions, and in some cases apply
transformations such as trajectory calculation that amplify the
effects of errors in those readings.

As with probabilistic and other routing protocols that pre-
dict a node’s behavior based on past locations and encounters,
the primary assumption with the Centroid is that a node’s
behavior will have repetitive qualities, so it is not suitable
for one-shot type mobility patterns. To go from primitive to
protocol, then, there are many possible paths. We explore a
couple of these is this paper and leave others to future work.

A. Goals
We have a few goals for our protocols:

1) Resilience to noise/error found in positional data
2) Low power consumption
3) Simplicity; at this point we want to evaluate the

Centroid primitive, not overshadow it with complex
behaviors

The first and third are relatively self-explanatory, but the
second deserves some additional discussion. While there are
many factors that influence power-consumption, in this context
we assume that avoiding unnecessary packet transmissions will
have the greatest impact. We also observe that some DTN
protocols are explicitly designed to maximize use of resources
in order to improve the probability of delivery messages.
This is entirely reasonable given certain assumptions, such as
vehicular networking where power is essentially unlimited with
respect to communications. Under other assumptions, such as
personal devices and low-power sensors this approach is not
optimal. In our case, we are designing for the later case, which

also corresponds to devices that commonly have cheap GPS
receivers and compromised antennas. Another consideration
is that op-in users are less likely to forward packets if it
noticeably drains the battery on their device. For these reasons
we want to explicitly conserve resources where possible.

B. Centroid Router

One mechanism that has shown significant promise in prior
investigations is that employed by the Vector routing protocol,
where the number of messages exchanged at an encounter is
proportional to the orthogonality of the two nodes’ trajectories.
Unfortunately, as described earlier, projecting a trajectory
amplifies the effects of positional measurement errors. We
propose the Centroid-based analog of this, where the number
of messages exchanged at an encounter is proportional to the
cartesian distance between the two nodes’ Centroids. We call
the implementation of this the Centroid Router.

At each encounter, the Centroid Router exchanges its
current centroid, message list (list of all messages currently
in the node’s buffer), ACK list (list of all messages that have
been acknowledged by the recipient), and current neighbor list.
ACK’d messages are deleted from each nodes’ buffer first,
and message exchange is begun with delivery of messages
addressed to the nodes exchanging the messages. The next
set of messages exchanged are those addressed to currently
connected neighbors of the two nodes. None of these messages
count against the message limit. If this is all completed and
the link is still established, the nodes proceed to exchange
other messages subject to the message limit. To find the
limit, each node calculates the Centroid Distance, which is
the distance between its own Centroid and the Centroid of the
node it is exchanging messages with. It then finds the ratio
between this distance and the longest Centroid Distance it has
previously calculated for all node encounters. The resulting
ratio is the fraction of its own message list that it is allowed
to send to the connected neighbor. This results in a linear rela-
tionship between Centroid Distance and fraction of messages
exchanged. More messages are exchanged with nodes that have
more distant centroids, thus spreading messages as widely as
possible with fewer forwarding events.

C. CenterMass Router

The CenterMass Router begins with the Centroid Router,
and adds one additional mechanism, which is to forward
messages in the direction of their destination. To achieve this,
each node maintains a list of the Centroids for all nodes it
has encountered, along with the address of each node and
timestamp of the encounter. At each encounter, Centroid lists
are exchanged and merged into the nodes’ own Centroid list.
In the case of a collision for a particular node address, the
node keeps only the newer entry based on the timestamps.

When forwarding messages, the message limit is calcu-
lated as in the Centroid Router, however messages are only
forwarded if the distance between the neighbor’s Centroid and
the destination’s Centroid is smaller than the distance between
the current host’s Centroid and the destination’s Centroid. This
mechanism minimizes the spread of messages in a direction
away from the destination.
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Figure 1. Performance effects of GPS errors

TABLE I. HELSINKI SCENARIO PARAMETERS

Parameter Value
simulated duration 12 hrs
warmup time 1000 s
timestep resolution 0.1 s
number of runs 4
radio bandwidth 10 Mb/s
transmit range 10 m
buffer size 5 MB
number of pedestrians 80
pedestrian speed 0.5–1.5 m/s
pedestrian pause time 0–120 s
number of cars 40
car speed 2.7–13.9 m/s
car pause time 0–120 s
number of trams 6
tram speed 7–10 m/s
tram pause time 10–30 s
message rate 1 / 25–35 s
message size 0.5–1.0 MB
message TTL 5 hrs

IV. SIMULATIONS & ANALYSIS

We perform our analysis using The ONE Simulator [20],
as it is specifically suited to DTN routing analysis. In previous
work, we have used a number of mobility scenarios with
the ONE, however in this case evaluating the protocols on
multiple scenarios did not yield any additional insights, so for
clarity we present a single evaluation scenario in this work.
We choose the Helsinki map-based model, which has become
well-known in DTN routing literature due to its inclusion as
the default mobility model for the ONE simulator. The model
includes both vehicles and pedestrians that participate as nodes
in the routing protocol. We have made some minor changes to

the default parameter values, which are shown in Table I. To
generate traffic, one random node sends a message to a random
destination every 25–35 seconds. Our simulation study consists
of three components:

1) Evaluating the effect of positional measurement er-
rors

2) Comparing our protocols’ performance to more so-
phisticated probabilistic protocols that rely on en-
counter history to predict path costs

3) Discussing design tradeoffs and attempting to quan-
tify their effect

Each data point in the plots that follow represents the
average of 4 simulation runs with varying random seeds, and
the error bars on all the plots in this paper represent 95%
confidence intervals.

A. Positional Sample Error
As discussed earlier, we are concerned with the effect

of errors in the positional (e.g. GPS) sample data provided
to the routing protocol. To evaluate this, we create alternate
versions of both of our protocols (Centroid and CenterMass)
as well as the Vector routing protocol, which add noise to the
position provided by the simulator before using it in calculating
their respective routing primitives. This noise is random and
uniform, in the range ±20 m. Note that this roughly the
advertised error for civilian GPS, and is far from a worst-
case scenario that could be ±200 m with strong correlation
between samples.

Figure 1(a) shows how this measurement error affects the
Packet Delivery Ratio (PDR) of the three protocols. All the
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Figure 2. Helsinki scenario performance metrics

protocols are bunched together at low (125 Kb/s) radio data
rates. With higher transmission rates (500 Kb/s – 10 Mb/s)
the protocols become distinguishable. The Vector protocol is
most significantly affected, with the positional errors notice-
ably reducing the packet delivery ratio. That being said, the
reduction is only about 10% at its worst. We believe that
since the Vector protocol only relies on the trajectory to enable
efficient spreading of messages, it may be less affected than
a protocol that uses trajectory in a more specific manner
(e.g. identifying trajectory in the direction of the message
destination). Unfortunately, we do not have such a protocol
implemented in the ONE at this time to test our hypothesis.
Both of the Centroid-based protocols show negligible effects
from the noise, as expected. While the traces with noise trend
lower than those without, they are within the 95% confidence
intervals of each other at almost every data point. Not only
is the Centroid routing protocol less affected by noise, it
outperforms the Vector protocol by about 20% in the presence
of positional errors. The CenterMass protocol achieves an
additional 10% performance improvement over Centroid.

We next examine the effect on latency, shown in Fig-
ure 1(b). The effects are very small across the board, but
surprisingly Vector’s latency improves in the presence of errors.
Vector also outperforms the Centroid-based protocols and
higher transmission rates. Lastly, we look at the effect on
overhead. The overhead ratio reported the the ONE simulator
is: (forwarded messages−delivered messages)

delivered messages . From Figure 1(c) we can
now explain the reduced latency achieved by the Vector
protocol, since there are literally 10× more copies of every
packet forwarded in the Vector routing simulations that there
are in the Centroid routing simulations, and the positional

errors make the Vector overhead approximately 30% worse.
Increasing the buffer size reduces the impact of positional
errors on Vector’s overhead, and has almost no effect on
Centroid or CenterMass. We do note that in addition to the
improved delivery probability of CenterMass over Centroid,
CenterMass has significantly lower overhead than Centroid.
For a view of the effects of increasing transmission speed we
look to Figure 1(d). Here, we see that not only does the effect
of positional errors on Vector increase as more bandwidth
is made available, but the absolute overhead appears to run-
away, quadrupling between 125 Kb/s and 10 Mb/s. Centroid
also has increased overhead as the bandwidth increases, but
only slightly, and there appears to be almost no effect on the
overhead of CenterMass.

From these plots, we see that the negative impact of
positional errors on some protocols is real, and that these two
Centroid-based routing protocols have a significant advantage
in terms of overhead, relative to Vector, a protocol of compa-
rable complexity and message delivery performance.

B. Probabilistic-Predictive Routing Comparisons
Having satisfied the question of whether the Centroid

primitive minimizes the effects of positional error, we can
then proceed to comparisons with a larger selection of routing
protocols in under ideal (no GPS error) circumstances confi-
dent that our protocols will not degrade with real positional
data and offering a number of other protocols a best-case
scenario of no errors (and indeed several of them do not
rely on positional data anyway). Here, we are looking to see
how our relatively simple protocols compare to much more
sophisticated protocols that use encounter history to predict
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probability of future delivery, including a couple from our own
prior work (Geolocation Assisted Routing Protocol (GAPR)
and GAPR2) [21]. For this comparison we have also created
an Oracle router that demonstrates the best possible delivery
ratio given the scenario contact graph. Figure 1(e) shows
these results, with respect to radio transmission rate. One
feature of particular note, is that while most protocols reach a
maximum delivery probability and then plateau, MaxProp [22],
though it ties for the highest overall delivery ratio, decreases
significantly (20%) with higher transmission rates. We do not
have an explanation for this, but have observed it in the past.
Aside from this anomaly, MaxProp and our own GAPR and
GAPR2 protocols all out perform CenterMass and Centroid,
by as much as 30%. CenterMass is roughly equivalent to
Rapid [23], both of which are about 10% improved over
Centroid, with Vector and PRoPHETV2 10 and 20% worse
than Centroid, respectively. Taken by itself, this shows that the
sophistication of probabilistic protocols is not without merit.
Figure 1(f) paints a similar picture, but also shows that with
increase available buffer space some of the lesser performing
protocols in the previous plot show great improvement, notably
Rapid and Vector, both of which approach the performance
of the Oracle with sufficient buffer availability. Unfortunately,
neither of the Centroid-based protocols fall into this category,
and their only redeeming quality in this plot is that they
continue to outperform PRoPHETv2 [24]. Fortunately, that is
not the end of the analysis!

Pressing on we examine latency in Figures 2(a) and 2(b).
Here, we see that CenterMass and Centroid are at the higher-
end of the latency spectrum, along with GAPR2, while our
older protocol GAPR can acheive approximately the same
latency as the Oracle, given sufficient buffer space. We note
that MaxProp, Vector and Rapid all perform well with respect
to latency. We also note again the trend of improvement with
increased buffer sizes, which leads us to the topic of overhead.

Examining Figure 2(c) we see that the Centroid-based pro-
tocols have overhead ratios of 10 or below, and are invariant to
buffer size. With the exception of GAPR2, the other protocols
are about 1 order of magnitude higher, with PRoPHETv2’s
overhead increasing dramatically at higher buffer sizes. In
Figure 2(d) we see that Vector’s runaway overhead was rela-
tively minor compared to most of the other protocols whose
overhead appears to increase exponentially in some cases
as transmission rate increases. As before, the overhead of
Centroid and CenterMass are small and relatively unaffected
by the radio bandwidth.

C. Protocol Efficacy
Given that the message delivery performance of our

Centroid-based protocols was outclassed by several of the
probabilistic protocols, but they were the clear leader in terms
of overhead, we would like to be able to show the combined
effect using a single metric that captures the goals we presented
earlier on in the paper. We would use efficiency, but it is
roughly the inverse of overhead, and does not fully serve our
purposes. So, we introduce Protocol Efficacy, which is simply
(delivery ratio)

overhead . In the ideal case where delivery ratio is 1 and
overhead is 1, efficacy would also be 1, and any time delivery
ratio is 0, efficacy is 0. This metric then captures both the
goal of high delivery ratio and low overhead. Figures 2(e)
and 2(f) show this metric for each of the protocols discussed

so far. We see that the CenterMass protocol outperforms the
rest of the field by a significant margin, Centroid and GAPR2
are comparable to one another, and the rest (Vector, GAPR,
MaxProp, Rapid, and PRoPHETv2) fall behind by and order
of magnitude or more.

D. Observations
The simulation of the Rapid routing protocol runs about

two orders-of-magnitude slower than any of the other protocols
tested. Since the total number of messages forwarded in the
Rapid simulations is not particularly high, we can only assume
that the computations required are of significant complexity.
This may be of concern when trying to conserver power on
low cost/performance devices.

We again note that some routing protocols are designed
to continue transmitting as long as connection stays up, even
in the face of diminishing marginal performance gains, based
on the assumption that power (and therefore transmissions)
are free. This design choice results in the runaway overhead
results seen above, but may not be of concern for certain
environments. Our design is different in that it explicitly
stops transmitting to conserve resources when those trans-
missions are unlikely to result in message delivery. This then
reflects the difference is design philosophies between explicitly
conserving resources (power) and maximizing resource use
(bandwidth/buffer space).

V. CONCLUSION

We have demonstrated the negative effect that positional
errors can have on routing protocols in a vehicular network
that rely on geolocation inputs, depending on how that input
is used. We have also demonstrated Centroid Routing and
CenterMass Routing, both of which are immune to random
error in positional data inputs. We have shown how these proto-
cols out-perform existing state-of-the-art probabilistic routing
protocols both in terms of traditional metrics and using our new
Protocol Efficacy metric. These new protocols show a dramatic
improvement over existing protocols when normalized against
the overhead they induce in the network.

We envision many possible applications of the Centroid
primitive. One of the simplest is as a direct substitute for posi-
tion in position-based routing. Another is as an enhancement to
our own GAPR2 routing protocol, to replace the raw position
data currently employed. The CenterMass routing protocol also
has potential for refinement, and we think that by combining
geolocation and encounter history data in some meaningful
way we can approach the delivery probability of probabilistic
protocols while retaining the Efficacy of the Centroid-based
protocols shown here. We expect that the Efficacy metric
will be particularly significant in evaluating high-volume, loss
tolerant routing environments such as drone-swarms [25]. In
the future we intend to continue this work using a simulator
with higher-fidelity network, MAC, and physical layer models,
such as ns-3, in which we have begun implementing DTN
routing protocols [26].
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Abstract—For decades, the simulation has been a well-established
methodology to study the behavior of wireless telecommunication
networks. While network and link layer protocols are simulated
by using very detailed models, there is typically still a lack of
explicit and deterministic considerations of the physical layer.
Phyical layer, antenna and radio channel are regularly approxi-
mated with simplistic models based on statistic distribution of bit
error rate values. While this approach might deliver a sufficient
accuracy to compare the performance of routing protocols or
other higher-level applications, it disallows, however, studying
cross-layer concepts, multi-user communication or the explicit
consideration of deterministic channel models. It also denies the
physical layer to be an explicit degree of freedom in the design
space. To overcome this problem, we set up a PhyCoNet-Sim,
a co-simulation framework which links OMNeT++ to a physical
layer simulator based on GNU Radio or Matlab/Simulink.

Keywords–VANET; Simulation; Physical Layer; Matlab;
Simulink

I. INTRODUCTION

Besides field tests and formal verification approaches,
simulations are an important methodology to understand the
behavior of distributed systems. Especially in the research
area of wireless communications in highly dynamic scenarios
like Vehicular Ad-hoc NETworks (VANET), simulations are
a very effective method to get an in-depth understanding
of a complex network’s behavior: Compared to field tests,
simulations offer fast and reproducible results in an early
design phase without the necessity to develop, setup and
deploy the systems. In highly mobile scenarios, also formal
verification approaches reach their limits: A mobile network’s
behavior relies heavily on stochastic processes, e.g., mobility
behavior, radio channel conditions, and so on. To allow formal
verification methodologies to be applied to these systems, a lot
of data would have to be gathered and statistically evaluated
in the first place by exploiting measurement campaigns. For
this reason, simulations play a well-established and major role
in VANET research.

The wireless network simulation frameworks, which are
typically used today, come with very accurate and deterministic
models of the network and link layer protocols. The reason
is very obvious: The protocol behavior can be simulated
efficiently by using discrete event-triggered simulation engines.
Highly performance-optimized frameworks like OMNeT++
[1], NS-3 [2] or JiST [3] rely on this technique. Specialized
vehicular ad-hoc network extensions are available, e.g., Vehi-
cles in Network Simulation (VEINS) [4] or Scalable Wireless
Ad-Hoc Network Simulator (SWANS). They allow simulating
even large-scale scenarios within a reasonable amount of
computation time. The simulated link layer or network protocol
code can be similar or even identical to implementations used
in real-world systems, so aspects like handshaking, queuing

and forwarding packets, sending acknowledgments, finding op-
timal paths, updating routing tables and evaluating properties
like channel load, network capacity and packet delivery rates
can be done very realistically.

When looking into the internals of state-of-the-art simula-
tion frameworks, one can clearly identify a major problem: The
system’s components which reside below the link layer (e.g.,
the components of the physical layer (PHY), the antenna(s)
and the radio channel) are modeled in a very simplistic way:
A scalar Bit Error Rate (BER) value is used as the only
environmental input data to the protocol simulation when
the simulator has to decide about the reception of a frame.
Using a look-up table, the BER is derived from the Signal-
to-Noise Ratio (SNR) value, which is itself based on a fixed
transmission power, the distance of the communicating nodes,
a stochastic fading model and a background noise level, for
example Additive White Gaussian Noise (AWGN). Abstractly
spoken, the BER value used by the link layer simulation
represents the whole behavior of physical layer, antennas and
radio channel with having only the communicating nodes’
spatial distance as an environmental input. Slightly improved
simulation frameworks extend this approach by using the
Signal-to-Interference-plus-Noise Ratio (SINR) to estimate the
BER. In SINR-based models, the signal powers of neighboring
network nodes are added to the background noise level.

The reasons for using the above-mentioned simplistic mod-
els may be found among the following challenges: Physically
accurate channel models and signal-based physical layer mod-
els do not fit well into discrete event-triggered simulations:
The physical layer introduces signal representations, which
have to be considered at least in a time-triggered manner,
the physics of antenna and radio channel clearly belong to a
continuous-time domain. Considering these models explicitly
consumes much more computation time compared to classical
simulations. Another difficulty is caused by the fact that PHY
implementations are done in hardware, so the network protocol
designers do not have access neither to the used algorithms
nor to their implementations. The simplifications, which are
applied, often reach through the whole simulation frameworks:
Taking an arbitrary IEEE 802.11p simulation in OMNeT++ as
an example, a situation is implicitly considered as a collision
at the potentially receiving nodes if more than one node
gets into transmission mode in the same time interval within
a certain spatial range. While this behavior is the correct
one for protocols using a Carrier-Sense Multiple Access with
Collision Avoidance (CSMA/CA) strategy on the Medium
Access Control (MAC) layer, it renders many other approaches
impossible [5].

The remainder of this paper is structured as follows: In
Section II, the limitations of today’s ad-hoc network simu-
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lators are illustrated. In Section III, we introduce literature
where possibilities are discussed to overcome these limitations.
Section IV is used to present our approach of co-simulating
radio channel, PHY layer and network. In Section V, we
evaluate our approach. We close this paper with Section VI,
where we summarize and give a perspective to future work.
In Section VII, we offer a download link to the framework.

II. PROBLEM STATEMENT

The following list gives an excerpt of four aspects which
are hard to explore with state-of-the-art network simulators:

• The state-of-the-art Dedicated Short-Range Communication
(DSRC) protocol in vehicular ad-hoc networks is based
on IEEE 802.11p. Technically, IEEE 802.11p is an adap-
tion of IEEE 802.11a to vehicular networks, while the
IEEE 802.11a standard has been published in 1999. Both,
Wireless Local Area Networks (WLAN) and cellular net-
works have evolved a lot since then, the main reason is
that higher-integrated circuits allow much more advanced
signal processing schemes. This means, Multiple-Input,
Multiple-Output (MIMO) transceivers, Multi-User MIMO
(MU-MIMO) transceivers and directed beam forming are
common in today’s IEEE 802.11ac, which is ubiquitous in
homes and offices. The upcoming IEEE 802.11ax standard
will contain even more interesting advances in the PHY
layer, so there is a distinct interest to evaluate the suitability
of these advances for VANETs, especially since limitations
of IEEE 802.11p are becoming more and more evident [6].
This is a difficult task with classic network simulations. It
would require to gather a lot of statistics data in advance, but
even this makes it hard to simulate the behavior realistically
because the channel’s influence (multi-path propagation,
shadowing by buildings) is much higher than in 802.11a
or 802.11p. Therefore, it is more difficult to accomplish
everything with a single statistics-based distribution. When
considering beam forming, there is a cross-layer scenario
between PHY layer and network layer [7], [8].

• It is an open question where to place antennas on vehi-
cles. Especially MIMO systems, which necessarily introduce
multiple antennas per node, require the number, the form and
the position of antennas to be explicit properties of the de-
sign space. To determine, for example, which configuration
is optimal in specific environmental scenarios (e.g., free-
space intersection, high buildings, partly shadowed antennas
by trucks), it is necessary that the electrical behavior of
antennas to be modeled.

• In ad-hoc network simulations, the SNR or SINR values
are calculated by a model of the radio channel physics. The
radio channel models used in state-of-the-art simulations
are typically rather simple combinations of stochastic fading
models on the one hand and distance-based path-loss models
on the other hand. The latter parts determine the SNR by
an implementation of Friis transmission equation [9] which
has been published in 1946. Besides the Euclidean distance
of the two communication nodes, Friis’ formula considers
the gains of the antennas and their effective size based on
the wavelength. It does not consider environmental effects
like buildings, vehicles and plants. There are, of course, also
more sophisticated models available. It has been shown that
in highly dynamic network topologies, like VANETs, simple
distance-based path-loss models do not offer the required
accuracy. This is especially true for urban scenarios where
buildings introduce unequally distributed shadowing effects.
This has been extensively studied in [10], [11], and [12]. For

this reason, ray-optical channel models have been developed
which calculate a delay spread of a signal based on the three-
dimensional environment. For example, in vehicular ad-
hoc networks buildings, vehicles and the terrain roughness
are considered by ray-optical approaches. The resulting
delay spread shows the temporal diversification and power
distribution of different multi-path components. To link
ray-optical channel models to traditional wireless network
simulators, the delay spread needs to be reduced to a scalar
SNR value, effectively discarding most of its information.

• Cellular networks of the fifth generation (5G) are ready
to be deployed. The cellular network service providers
promise remarkably lower latencies and higher data rates
compared to 4G. Due to the fact that cellular network-
based applications in vehicles’ comfort and emergency
systems already exist, the influence of cellular network-
based services will presumable increase further. To evaluate
a combined usage of cellular and DSRC communication or
study protocol convergence concepts in VANET scenarios, a
simple IEEE 802.11p-tailored simulation framework is not
sufficient anymore.

We present the framework PhyCoNet-Sim, which uses co-
simulation of radio channel, physical layer and the upper
layers of the distributed system in order to tackle down the
restrictions, which lead to the above-described problems. All
components are already existing as open-source or commercial
tools. For this reason, we don’t present a more advanced
simulation or approach for a given subcomponent in this paper.
Instead, we combine the best approaches available to a co-
simulation by designing and implementing suitable interfaces.

III. RELATED WORK

In this section, we present work which is related to the
approach presented in this paper. Note that our approach to
make the PHY layer an explicit variable in the design phase
of a distributed system is intentionally suitable for wireless
communication systems in general. However, VANETs are
among these kinds of applications, which make the most
challenging demands due to the low channel coherence times
caused by the high mobility of the transmitting and receiving
but also of the neighboring nodes. For this reason, we compare
our approach especially to related work in VANET research.

The necessity of enhancing both precision and capabili-
ties of wireless ad-hoc network simulations is not new. Our
challenge papers date back to 2010 [13]. The ideas presented
were driven by problems which occurred when trying to
integrate results of deterministic channel models into VANET
simulations. Deterministic channel models typically generate
an impulse response, i.e., a distribution of signal power over
time which shows the delay-spread of an Dirac impulse and
thus the channel’s properties. VANET simulators did not offer
any interface for an impulse response, as the statistics-based
models work with the scalar BER value, only.

In the meantime, different concepts have been proposed.
In [14], Papanastasiou et al. present a method for integrating
the simulation of the physical layer into network simulations.
Their approach is based on the discrete event simulator NS-3
and uses the IT++ library for the transceiver implementation.
This approach does not fully conform to the IEEE 802.11p
standard since it solely implements the OFDM transmission
method, the PHY frame format, the modulation and the coding
schemes. As channel model either the path loss or the Rayleigh
fading model were employed, and only a rudimentary traffic
simulation method was used which did only encode relative
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movement and did not take shadowing and other environmental
effects into account. This simulator is named PhySim-Wifi
for NS-3, is available in the version 1.2, and accessible on
the website of the research group. Apparently, there are no
more releases since April 2012 and we, therefore, consider
the project to be discontinued.

In [15], Judd and Steenkiste describe a Hardware-In-the-
Loop-based (HIL) channel emulator. Using a wired connection
between the antenna ports of real wireless hardware and a
channel emulator based on a Field-Programmable Gate Array
(FPGA), they can emulate both, the channels effects on the
radio propagation and real PHY behavior. The system supports
movement of the simulated nodes by altering the channel con-
ditions accordingly. Interfering signals are superposed. They
use a simple path-loss model as a channel model, but the
authors point out that simulation of the 3D environment is
possible by implementing, for example, a ray-tracing based
model on the FPGA. This is a very interesting and flexible
approach for accurate physical layer consideration in wireless
network simulations: Real network interface hardware is used
for signal processing. At the same time this is a major
downsides of this concept: It obviously depends on hardware
implementations of the protocol, which is about to be studied.
Wireless network interfaces must be already available which
renders the approach unsuitable in a very early design phase.

Making statistics-based BER calculation more accurate is
also still a topic in communication technology research. In
[16], Schneider et al. did a large measurement campaign, but
used fixed base stations as known from cellular networks.
A more detailed campaign, which addresses especially the
channel behavior in VANET, was done by Walter in 2016 [17].
He showed that the VANET scenario has a strong impact on
choosing the correct statistics distribution.

In [18], Bloessl et al. describe their design and implemen-
tation of a Software-Defined Radio (SDR) of IEEE 802.11p
using the open-source SDR framework GNU Radio. It has
been verified by comparison against commercially available
IEEE 802.11p hardware. It contains a complete PHY layer
especially for DSRC applications.

Based on Bloessl’s work, we developed Signal Simulation
in 2015, which represents an interface between VEINS and
OMNeT++ on the one hand and GNU Radio on the other
hand [19]. It was shown that firstly, it works successfully
and secondly, for IEEE 802.11p the simplifications present
in VANET simulators are valid – at least, when neglecting
channel effects and explicit PHY simulation. It is of special
interest that the approach is generic and not necessarily bound
to IEEE 802.11p, which is only used for proof of concept. This
approach solved our requirements from a theoretical point of
view completely. Unfortunately, the GNU Radio framework
lacks models for the most-recent highly-sophisticated WLAN
standards like IEEE 802.11n/ac/ax or for the most recent
cellular network standards. When looking at PHY models
besides the IEEE WLAN standards, for example, 4G/LTE, one
finds models which have been partly developed.

To sum up, using an SDR for co-simulation is the way to
go. Having a pure open-source GNU Radio implementation is
a promising application to gain deterministic models for the
generation and decoding of signals, but has a major drawback
regarding the available building blocks.

OMNeT++

INET

Veins

Signalsimulation

SUMO MATLAB

Software Defined Radio

Figure 1. Schema of tools used in PhyCoNet-Sim

IV. PHYCONET-SIM: CHANNEL, PHYSICAL LAYER AND
NETWORK CO-SIMULATION USING A SOFTWARE-DEFINED

RADIO APPROACH

In this section, we present our approach PhyCoNet-Sim –
a co-simulation of channel, physical layer and the network.
Essentially, it is an extension of Signal Simulation to allow a
flexible substitution of the subcomponents. Figure 1 gives an
overview of the components used by PhyCoNet-Sim: VEINS
and OMNeT++ are well-accepted ad-hoc network simulators.
Simulation of Urban Mobility (SUMO) [20] is a widely-
used microscopic vehicular traffic simulator. Matlab/Simulink
[21] by The Mathworks is an extremely popular platform in
different kinds of engineering disciplines. It comes with a
lot of toolboxes. The Communication System Toolbox [22],
the WLAN System Toolbox [23] and the Antenna Toolbox
[24] exactly address all aspects of the physical layer and the
antenna. Systems generated by the help of these toolboxes
are specified in a very detailed way, because with the help
of additionally available code generators, the toolboxes are
actually used in designing and deploying SDRs. For our
purpose, we can directly exploit the SDR code to simulate the
physical layer. In contrast to GNU Radio, the above-mentioned
Matlab/Simulink toolboxes come with implementations of
a lot of highly-configurable IEEE WLAN standards, even
components of upcoming standards are supported. Regarding
radio channel modeling, the Communication System Toolbox
comes with a lot of statistics-based methods. As there is
a real signal representation for all transmitted packets in
the simulation, there is a common interface for integration
of impulse responses, which can stem from measurements,
statistics-based models and ray-tracing-based models. For the
latter, we implemented parts of [10], [12], [25] and [26] to
allow deterministic channel behavior for a given environmental
input.

In the next sections, the most important components of our
PhyCoNet-Sim approach are described. We especially stress
the differences between Signal Simulation and PhyCoNet-Sim.

A. Transmission
The MAC layer and all layers above the MAC layer are

simulated as in a classical VEINS simulation. We assume
that a packet is generated by one of the upper layers, e.g.,
a Cooperative Awareness Message (CAM) is to be sent. In
this case, an according event is generated and queued. The
simulation engine jumps to the point in time where the event
will take place. As we use CSMA/CA in our IEEE 802.11p ref-
erence implementation, it will be checked whether the ready-
to-transmit node detects a free channel. If so, the transmission
process takes place. Note that the approach works also for
non-CSMA MAC protocols, in case of Code-Division Multiple
Access (CDMA) or MU-MIMO approaches, other possibilities
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to detect when a transmission can be scheduled are possible.
Whenever a transmission event takes place, for all receivers
within a configurable maximum distance, a reception event
is triggered. In a classical VEINS simulation, the receivers
within a certain range would get a copy of the transmitted
data depending on the BER based on the SNR value. The latter
would be depending on the distance of the nodes to estimate
the long-term path loss and a stochastic process to estimate the
short-term fading. This does not happen in PhyCoNet-Sim.

B. Reception
1) Signal Generation: PhyCoNet-Sim does not deliver the

data to the receiving nodes. Instead, in a first step, the
position vectors and velocity vectors of the transmitting and
the receiving vehicles are stored. This information is necessary
as input data for the channel model. A detailed schema of the
reception process is depicted in Figure 2. After storing speed
and position of the vehicles, the signal, which corresponds to
the transmitted frame, is generated. Therefore, the transmitter
part of the Matlab-based SDR modem is called via the interface
developed for this work. It maps the transmitter’s data frame to
a signal constellation which is a discrete-time set of baseband
signal samples. In an SDR setup these signal samples would be
fed to a digital-to-analog converter and later to an up-sampler,
a transmission amplifier and to the antenna. In our case, we
store the baseband time-domain signal samples in a matrix.

2) Antenna Characteristics and Radio Channel Influence:
In order to simulate the system as accurately as possible, the
simulated signal must suffer from the antenna’s and the radio
channel’s influence. This is put in execution by convolving
the generated transmitter signal with the channel’s impulse
response. The latter can be generated by a deterministic ray-
optical channel model, for example. Using the impulse re-
sponse defines a very versatile interface which allows different
kinds of channel and antenna models to be applied. Instead of
using the ray-optical model, it is also possible to use statistics-
based channel models available in Matlab’s Communications
System Toolbox as well as data sets gathered by measurement
campaigns [16], [17]. As the velocity and location profiles of
the transmitting node and the receiving node are known, it is
possible to map the channel effects caused by the movement
directly to a non-stationary channel response. This means:
Our model allows to consider a node’s movement during
the transmission process which needs, of course, a non-zero
amount of time to transmit a frame of a certain length. The
granularity, which is available therefore, is defined by the
mobility model used in the simulation. In our test-case, we
used vehicular traffic models available in SUMO because there
is already a very good integration in VEINS. All signal-
processing parts are done in Matlab/Simulink by using the
introduced toolboxes. For this reason, the user has access to
a large number of building blocks and implemented wireless
communication standards. It is also possible to model and
simulate complex multi-antenna scenarios using the Antenna
Toolbox and consider their behavior.

3) Signal Buffering: After convolving the generated sig-
nal with the channel’s impulse response, the resulting signal
pattern contains all multi-path, delay, Doppler-spread, antenna-
gain and AWGN noise information. In a two-node scenario or
when using a Time-Division Multiple Access (TDMA) MAC
protocol, the signal pattern could be directly forwarded to the
Matlab SDR’s receiver routine. In a multi-hop scenario with all
nodes being unsynchronized this is not possible. Although this
process can be very memory-consuming, it is necessary to store

the resulting signal pattern in a signal buffer. The reason is that
we have to consider other neighboring nodes, which might be
transmitting in a time interval which overlaps with the time
interval of the first signal we received. Even with a collision
avoiding strategy, this can happen due to the high mobility
of the nodes. If we simulated only CSMA-based protocols,
we could consider such effects as collisions and discard the
received signal. In our scenario, we are going to feed the
contents of the signal buffer to a Matlab SDR’s receiver engine,
which allows us to do an unbiased decoding of the signal.
Before triggering the receiver engine, other incoming signals
have to be treated iteratively as explained here. All overlapping
parts are stored in the signal buffer. Compared to our GNU
Radio-based implementation, the data structure used for the
signal buffer in this work is adaptive. Instead of providing a
fixed amount of memory, which can be costly when it comes
to large scenarios, the memory is now allocated dynamically.

4) Interferences: Interference is a local phenomenon of
wave physics. This means that the superposition of interfering
waves has to be calculated for each receiving node. To do
so, we use the signal components, which are stored in a
node’s signal buffer. In our SDR approach, we do not have
a mathematical function of a continuous-time signal in our
buffer which we could simply add-together. While the channel
and antenna effects on the signal could be simulated in a fully
continuous-time domain (e.g., by using a computer algebra
system), the signal, which leaves our SDR transmitter, consists
of discrete-time samples which is the way to go for real
systems deployments. For this reason, also the signal in our
buffer at the receiver’s site is described by samples instead of a
closed mathematical function. To avoid any loss of generality,
an accurate PHY layer simulation requires that a receiver
model is able to cope with signal components which can arrive
at arbitrary points in time. Signals, which reach a receiver, can
originate from different senders being active at overlapping
time intervals or from multi-path propagation. Caused by
the finite signal propagation speed of the signals, both cases
introduce an arbitrary delay, which is independent from the
simulator event steps or any time steps. The SDR models
in Matlab do not solve the calculation of the superposition
directly. For this reason, interpolation approaches have been
implemented as we already proposed in [19]. While linear
time interpolation would be very easy to apply to all signal
samples in the signal buffer, it introduces an error. In our tests
with the Matlab SDR, the rate of reception with respect to a
given signal-to-noise ratio was worse when linear interpolation
was used compared to using the nearest sample, in which case
there was no interpolation. This confirms our previous results.
A better solution is an ideal band-limited interpolation by using
a fractional-delay filter [27].

5) Decoding: The superposition calculated by the
fractional-delay filter is forwarded to the receiver part of
the Matlab SDR. It tries to decode the superposition of the
different signal components, channel-introduced distortions
and the background noise. Depending on the channel coding
parameters, a specific amount and distribution of bit errors
may be corrected in the PHY layer. After a successful decode,
the node’s MAC layer will be notified about an incoming data
frame. For more advanced decoders (e.g., MU-MIMO in the
up-link as proposed for IEEE 802.11ax), there can be several
decoding processes, which can take place at the same time.

C. Software-Defined Radio
The SDR modem used for our implementation has been

configured by using the WLAN System Toolbox of Matlab
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Figure 2. Detailed schema of a signal reception process in PhyCoNet-Sim

2017a. Essentially, the WLAN System Toolbox generates
and configures Matlab code for transmitter and receiver. The
following supported modem types are supported:

• Type:
◦ IEEE 802.11a/b/g/p (Non-High Throughput)
◦ IEEE 802.11n (High Throughput)
◦ IEEE 802.11ac/ax (Very-High Throughput)

• Channel bandwidths: 10, 20, 40, 80 and 160 MHz
• Modulation schemes: Direct-Sequence Spread Spectrum

(DSSS) and Orthogonal Frequency Division Mutliplexing
(OFDM)

• Coding schemes:
◦ BPSK 1/2, BPSK 3/4, . . .
◦ QPSK 1/2, QPSK 3/4, . . .
◦ QAM-16 1/2, QAM-16 3/4, . . .
◦ QAM-64 2/3, QAM-64 3/4, . . .
◦ . . .

The parameters can be mixed, which means different coding
schemes can be combined with various channel bandwidths.
The code generated by the WLAN System Toolbox is Matlab
code. Thus, it is easily possible to extend it by user-code to
evaluate new approaches, which go beyond the implemented
standards. Other wireless systems besides WLAN can be
designed by using the building blocks from Communications
System Toolbox. As a comparison, GNU Radio essentially
covers the non-high throughput modems. The execution of
the transmitter and receiver functions within the Matlab in-
terpreter offers interesting possibilities for probing signals,
but is inefficient. For this reason, we use the Matlab Coder
to generate native C++ code when we link it to a network
simulation. Essentially, the Matlab coder generates two C++
functions: One for the transmitter and one for the receiver.
These functions are linked via an interface to our signal buffer
layer in OMNeT++.

V. EVALUATION

In this section, we describe the first evaluation steps of the
implemented PhyCoNet-Sim. In a first step, we started with
an implementation of our GNU Radio-based approach of [19].
We compared it with PhyCoNet-Sim regarding accuracy and
performance.

A. Accuracy
To get a an impression regarding the accuracy, we took the

IEEE 802.11p and compared the GNU Radio receiver with the
Matlab receiver by simulating the probabilities of a successful
signal frame reception for different signal-to-noise ratios. The
plot is depicted in Figure 3 and shows a very similar trend. The
Matlab SDR shows a higher reception quality, i.e., it reaches
better decoding probabilities for SNR values between 23 dB
and 35 dB. We are currently in the process of investigating the
differences.

B. Performance
Highly-accurate physical layer simulations consume a lot

of computation time compared to traditional network simula-
tions. Essentially, the major part of the costs of computation
depend on the number of signal transmissions and receptions.
Assuming that one frame is sent which is received by n
neighboring nodes, there is one transmission and n receptions.
Another cost driver are the length of a frame and the amount
of the delay-spread caused by the channel: A large temporal
delay-spread of a signal in the signal buffer causes more
discrete-time signal samples which must be considered by the
decoder engine. In the GNU Radio approach, a signal consist-
ing of 64 OFDM symbols lead to a computation of 115 ms for
a whole transmit-receive-cycle (1 transmit, 1 receive). GNU
Radio uses Python for connecting the flow graph of signal
processing modules. In the GNU Radio approach, the Python
interpreter has been restarted each time a signal is received. We
optimized our Matlab SDR approach regarding performance.
On a similar computer architecture like it was used for our
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Figure 3. Signal reception probability for the GNU Radio and the Matlab
IEEE 802.11p receiver

GNU Radio approach, we got at least an improvement by a
factor of 11.

VI. CONCLUSION AND FUTURE WORK

The Communication System Toolbox, the WLAN System
Toolbox and the Antenna Toolbox offer modern physical layer
models as parts of the Matlab/Simulink tool suite. While their
primary focus is the development of software-defined radios,
we have shown in this paper that the models can be applied
very suitably to complex vehicular ad-hoc network simulation
scenarios. Therefore, we enhanced an existing approach, which
already linked OMNeT++ with GNU Radio, by the ability to
delegate the PHY layer calculation to the Matlab toolboxes.
We have implemented a prototype for the simulation of IEEE
802.11a/g/p and provided an integration in the VEINS sim-
ulator. However, our approach is both, protocol agnostic and
application agnostic, i.e., all parts of the co-simulation can be
exchanged. In future work, we will use the developed frame-
work for performance simulations for more modern PHY layer
mechanisms in vehicular ad-hoc networks. Another interesting
research question will be radio convergence (5G and WLAN)
in complex applications.

VII. AVAILABILITY

The PhyCoNet-Sim framework has been integrated into the
WAVE – Next Generation project. It is available at http://wave-
ng.net.
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Abstract—An item is a system or an array of systems used to
implement a function at the vehicular level. However, owing to
increasing demands for advanced functions and security features
in an automobile, an item and the manner in which it is
defined has become more complex. In this research, we propose
using resource sharing as the basis for defining an item and
its boundary. We use four simple categories for introducing an
influencer that represents a shared resource and its management
function. This makes the process of defining an item simple
and straightforward. Further, by refining an influencer, complex
interaction between systems in an item is better described. We
applied this method to define an item for the sample systems.

Keywords–ISO 26262; item definition; interface; resource shar-
ing; management; security.

I. INTRODUCTION

Safety in case of malfunction or failure of a vehicular
system is a priority in every vehicle. To ensure safety, the
functional safety approach is adopted in the development of
an electrical and/or electronic (E/E) system in a vehicle. ISO
26262 is a widely adopted international standard for ensuring
functional safety of an E/E system in a vehicle [1]. In ISO
26262, the development targets are termed as items. Items are
defined by their functions at the vehicular level. Definition of
an item boundary is essential for an item. However, in the
current advanced vehicular functions, there are some cases
in which an item boundary cannot be clearly defined. The
functions at the vehicular level are realized using more than
one in-vehicle Electronic Control Unit (ECU). However, in
the case of an ECU shared by multiple items, interference
between the items may result via shared resources of the
ECU. For advanced vehicular level functions, multiple items
are closely integrated to realize the function. The development
of cybersecurity measures is indispensable to the development
of safety functions, considering the cyberattacks on the safety
functions. In this context, during the development of security
functions on the basis of items, the characteristics of attack
points are necessary for defining items. However, security
attack points for the items are not necessarily included in the
items defined by in-vehicle function and their boundaries. In
other words, for the development of secure advanced functions
in vehicles, we need a sophisticated method to formalize
all interactions among the target items. Reflecting this fact,
compositional aspects are added to the item definition in
the latest draft standard [2]. However, an interaction based
model of a combined system requires tightly-coupled processes
calling each other’s interfaces. This increases the complexity
in designing combined items. In this study, we introduce

a new object called an influencer to maintain conventional
item definitions. An influencer defines shared resources and
management functions for the items. With the introduction of
an influencer, we propose a method to incorporate the newly
introduced high-functional impacts and security considerations
as an interface requirement into the item definition while
maintaining the granularity of a conventional item definition.

The structure of this paper is organized as follows. Section
II briefly describes the difficulties in designing combined items
for automotive safety and security. We state the basic idea of
an influencer and use cases of the designing procedure with
an influencer, in Section III and IV, respectively. Section V
describes related works. We present conclusion in Section VI.

II. DEVELOPMENT OF FUNCTIONAL SAFETY IN AN
AUTOMOTIVE E/E SYSTEM

The functional safety design of an E/E system is central to
safety design of an automobile. Functional safety means “the
absence of risks due to hazards caused by the malfunctioning
behavior of E/E systems” [3]. ISO 26262 is a functional safety
standard for automotive electronic systems. Its development
process is defined based on a V-shaped process. Item definition
starts in the early stage of the development process (See Fig.
1).

An item is defined as “a system or array of systems to
implement a function at the vehicular level, to which ISO
26262 is applied” [3]. The boundary of an item with that of
other items is an item’s important property. It is defined con-
sidering a) elements of the item; b) environment of the item;
c) interactions of the item with other items or elements; d)
functionality required by other items; e) functionality required

Figure 1. Development process of ISO 26262 and the target of this study
(bold line)
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from other items; f) allocation and distribution of functions;
and g) operating scenarios [1].

However, in general, defining a highly complex system
by different subsystems and determining the boundary and
interaction between them is a difficult task. In addition to
the complexity of the system itself, the complexity of mutual
communication between the elements of the complex system
is very high. Therefore, the structure of interactions between
the subsystems is highly dependent on the way, in which
a complex system is subdivided. Further, it is difficult to
eliminate all the hidden communication paths in a complex
system. An automobile is a highly complex system and hence,
it is difficult to define an item and its boundaries during
its development. We categorize these difficulties into three
types. The first category is the definition and description
of boundaries related to potential sharing, particularly non-
message-like associations that do not appear explicitly. For
example, consider an item consisting of one or more systems.
Furthermore, another item shares one or more of its systems. In
this case, there is an interaction between two items via shared
systems. A typical example is sharing an ECU with multiple
items. In this case, there are some mutual effects owing to
sharing of resources, such as memory, Central Processing Unit
(CPU) usage, Input / Output (IO), or basic software resources.
However, sharing of ECU resources is not expressed explicitly.
Therefore, it is difficult to identify items to incorporate item
definition.

The second problem is defining sophisticated item bound-
aries during the differential development of complicated func-
tions. A simple example is given in [4] but for advanced
vehicle functions, multiple items cooperate to realize the
function. For example, a Lane Keeping Assist System (LKAS)
and a Parking Assist System (PAS) are realized by integrating
several vehicular level functions, such as a steering, throttle
control, braking, and the functions that control them. From
the aspect of reusing a proven system, it is preferable for a
developer of differential development to minimize and isolate
the side-effects of the new function from the preexisting
product. Furthermore, for the development based on item
definitions, items should be isolated by their boundaries as
clearly as possible. To satisfy both these objectives, one of the
rational ways is to handle predefined items as shared resources,
define the management of item, and finally introduce the newly
defined shared resource and its management function.

The third problem is developing an item definition method
considering the factor of cybersecurity. One of the serious
threats to car cybersecurity is the scenario where the vehicle
safety function is compromised by cyberattacks. A malicious
attacker must search the attack path to the function first, in
order to compromise the vehicle safety function. If the attacker
finds the path, he can begin the attack on the function. In
ISO 26262, the safety functions of vehicles are studied on
an item and its boundary basis. The attack path to the safety
functions should be through the item boundary. Therefore, it is
reasonable to subject an item and its boundary to an analysis
of car cybersecurity. This means that, in threat analysis,
influencers are candidates for attack surfaces for items. The
entry point of a threat is assumed to be located at an influencer.
Threat analysis method will be applied to the item and related
influencer for the assessment of the threat. For cyberattack

against items, there are direct attacks on functions defined in
items and indirect attacks, such as attack on resources used by
functions. In indirect attacks, as per the current item definition
in ISO 26262, the management is possibly not considered as
an item because resource management is not directly related to
vehicular level functions. As a result, “feature” is introduced
as a subject of security instead of an item in [5]. Furthermore,
there are cyberattacks from the attack point that they are not
included in the item. For example, in an in-vehicle network, a
cyberattack may be possible from a compromised ECU, which
is not included in the item. Therefore, there is a need for a
method to explicitly describe cybersecurity requirements in the
item of functional safety development.

III. SOLUTION TO THE PROBLEMS

The problem categories exist due to the difficulties of
considering the indirect communication between items. The
first and third category of problems arise from not considering
indirect communication via ECU hardware, basic software,
or architecture. The second category of problems arises from
difficulties in describing the complex communication patterns
of advanced functions between the items which are based
on mutual communication between systems belonging to an
existing product. In other words, these problems are due to the
interface being examined from the aspect of direct interaction.
An example of relationship that cannot be found only from
the decomposition of functions is of two independent systems
sharing a Controller Area Network (CAN) network. These
two systems have no interfaces to each other. However, once
one of the systems is compromised and starts a Denial of
Service Flooding attack on the network, the other system is
also affected. In order to realize a function which consists of
multiple elements, we propose a method to define the item
and its boundary based on the interaction between the shared
resources and their management. By explicitly describing this
shared structure, we aim to organize and add potential rela-
tionships between items as functional additions and resources
that can be added to items and reflect them in the development
after item definition. This newly introduced structure is called
an influencer. First, resource sharing among items is classified
by resources while their management method by four simple
categories, i.e. categories of influencers. The types of resources
are logical resources (information) and physical resources
(hardware, physical resources etc.). Resource management
includes transferring and sharing of resources (TABLE I). Each
cell of TABLE I is a definition of an influencer between items.
TABLE I lists four categories of influencers.

• Movement of information resources corresponds to
data movement between items. The information may
consist of a command, message, or other data. An
example of a management mechanism is a commu-
nication protocol.

• Sharing information resources is equivalent to refer-
ring the same data from multiple items. Examples of 
management functions of shared memory are exclu-
sive control, distributed shared memory management 
protocol, and operating system resource control.

• Movement of physical resources is accompanied by
movement of physical objects, for example, electric

20Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-643-9

VEHICULAR 2018 : The Seventh International Conference on Advances in Vehicular Systems, Technologies and Applications

                            31 / 94



power transfer during charging. An example of man-
agement mechanism is power delivery control.

• Sharing of physical resources implies sharing me-
dia and resources, such as memory, communication
media, buses, and power supply. The management
methods include bus arbitration and time division
control.

In this paper, the boundaries of items are defined as
follows:

1) Define shared resources. If prerequisite architecture is
available, it may be used to define shared resources.

2) Define the way of management of shared resource to fit
into one of the categories listed in TABLE I. This is the
initial description of the influencer.

3) Refine the initial description of the influencer to assign
it to each item. In this procedure, the influencer may
be divided into sub-influencers and define the interaction
between them.

4) Allocate the defined (sub) influencer to each item. In
other words, the influencer is defined as an element
that describes sharing and management of information,
data, physical quantities, and their mechanisms among
the items.

IV. USE CASES

In this section, we provide some use cases.

1) In case of the definition and description of boundaries
related to potential sharing, we must identify their hidden
interaction. We suppose the implementation of two items on
a single ECU as an example (Fig. 2). Simply sharing an
ECU i.e. hardware, implies sharing its hardware resources,
such as CPU, available memory, and IO systems (Fig. 2 a).
Next, we define the management of these resources. In most
ECUs, the CPU is managed using a time division approach
and memory is managed by a preassigned fix region and a
dynamically allocated region. The shared IO between two
items is managed in an exclusive manner (Fig. 2 b). Thus,
we have three candidates for the influencer. We now focus
on the IO system. The IO resource is managed exclusively;
for an exclusive control, we need a protocol between resource
requester (in this case, an item) and provider (in this case, the
influencer). At this point, we can refine the influencer as the
combination of two influencers. One is the management of the
IO itself and the other is accessing data and its management
protocol (Fig. 2 c).

2) In case of the item definition and its boundaries in
differential development, we need to define them to minimize
the modification from predefined items. In this study, we
assume a PAS consisting of a steering system, brake system,

TABLE I. CATEGORIES OF INFLUENCERS

Transferred Shared
Logical resources
(Information)

Communication
(Message transfer,
Remote Procedure Call)

Data Sharing (Shard memory,
Shared object) or Code (Func-
tion)

Physical resources Physical Transfer (Bat-
tery Charging)

Physical Sharing (Communi-
cation bus, Battery)

Figure 2. An ECU shared by items

throttle system, and a PAS controller system (Fig. 3). We
assume that the first three systems are already well defined as
preexisting products and they consist of a user interface system
and a control system for the control target. In other words, each
item of a preexisting product consists of user interface and
controller functions (Fig. 3 a). In this case, the user interface
or controller functions share control of the steering, brake, and
throttle system. Then, we define status data of a PAS shared
among the items and management of its exclusive control.
These are the resources and controls required for the initial
description of the influencer (Fig. 3 b). Next, for refinement
of the influencer, the initial influencer is decomposed into two
parts namely, the shared status and consistency control of it.
These parts are assigned to each item of the predefined product
and the newly defined PAS controller system (Fig. 3 c).

3) In case of the item definition method considering cyber-
security, we need to define an item and its boundary to identify
potential cyberattacks to it. We consider some items connected
by a network as an example (Fig. 4). In this case, we assume
a CAN network (Fig. 4 a). The network itself is physically
shared. Further, the data frames on the network are logically
shared and managed following the priority and arbitration rule.
In other words, this is the initial definition of the influencer
(Fig. 4 b). A malicious attacker can attack a target item
by compromising another item connected to the network. To
take this attack into consideration, we decompose the initial
influencer into two categories. One is the network influencer,
whose resources are the network and bus arbitration. The other
is the node influencer that sends and receives information
from the network influencer. In this scheme, an item and
its boundary have the node influencer as their boundary. A
malicious attack can be formulated using the malicious data
received from the network. Thus, by adding the node influencer
for item definition, we can take cyberattack from other item
as receiving malicious data on node influencer (Fig. 4 c).
Moreover, changing the management of a network influencer,
the attack condition on a node influencer may be changed.
For example, dividing a network into two sub-networks and
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Figure 3. Advanced complex item

connecting them by a new item such as a gateway ECU, attacks
from the other sub-network may be restricted (Fig. 4 d).

V. RELATED WORKS

There are considerable previous studies on the functional
decomposition of the system as well as studies that perform
hierarchical decomposition on the functional basis for vehicles
[6]. However, it is necessary to assume anomalies and attacks
from parts that do not directly have a functional relationship
from the system complexity and response to cyberattacks in the
future. Such a relationship is not included in the relationship
between functions. In this research, we infer that the method of
functional decomposition focused on the sharing side is more
comprehensive than that of based on the relation between the
functions.

VI. CONCLUSION AND REMARKS

In this study, we proposed a new item definition method
by introducing an influencer. Particularly, focusing on logical

Figure 4. Item definition of a secure in-vehicle system

and physical resources shared by item boundaries and their 
management, we proposed a method to extract the construction 
elements of influencers using four simple categories. We 
formulate that by sharing resources, remote cyberattacks are 
also captured by the granularity size of conventional items. 
In the definition of sophisticated functions that consolidate 
multiple items, the proposed method facilitates decomposing 
items. In the future, we would like to examine the effectiveness 
and designing technique of the multi-layered defense of an in-
vehicle system with an influencer as the key.

ACKNOWLEDGMENT

This work is partly supported by JSPS KAKENHI Grant 
Numbers 16H02800 and 17K00105.

REFERENCES

[1] ISO, Road vehicles - Functional safety - Part 3: Concept phase , ISO
26262-3:2011 (E).

[2] ISO, Road vehicles - Functional safety - Part 3: Concept phase ,
ISO/FDIS 26262-3:2018 (E).

[3] ISO, Road vehicles - Functional safety - Part 1: Vocabulary, ISO 26262-
1:2011 (E).

[4] ISO, Road vehicles - Functional safety - Part 10: Guideline on ISO 26262
ISO 26262-10:2012 (E).

[5] SAE International. Cybersecurity guidebook for cyber-physical vehicle
systems, SAE J3061 201601.

[6] W. Hoxk, C. Witteveen and M. Wooldridge, Decomposing constraint
systems: equivalences and computational properties, Proc. 10th Int. Conf.
of Autonomous Agents and Multiagent Systems, 2011. pp.149-156.

22Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-643-9

VEHICULAR 2018 : The Seventh International Conference on Advances in Vehicular Systems, Technologies and Applications

                            33 / 94



Self-Consistent NLOS Detection in GNSS-Multi-Constellation
Based Localization under Harsh Conditions

Pierre Reisdorf, Gerd Wanielik

Technische Universität Chemnitz
Reichenhainer Str. 70, 09126, Chemnitz, Germany

Email: firstname.lastname@etit.tu-chemnitz.de

Abstract—Nowadays, precise and reliable localization is a key
technology for many applications around the world. The lo-
calization should have an availability around the globe for a
minimum price and for each person. Localization with satellites
like Global Positioning System (GPS) or Glonass has become a
standard in the last years for outside positioning. Satellites are
available around the world and the positioning results are good
for many applications, except in restricted areas. In urban areas
in particular, the reception of the satellite signals is restricted.
Often, the signals are received under Non-Line-Of-Sight (NLOS)
conditions in these areas. Hence, a good approach should detect
NLOS and use knowledge to handle the NLOS measurements.
We implement a self-consistent approach to detect NLOS in the
measurement domain and use the information for the position
estimation process. In contrast to other existing approaches, we
need no external information or hardware.

Keywords–Global Navigation Satellite System (GNSS);
Non-Line-Of-Sight (NLOS) detection; self-consistent; multi-
constellation.

I. INTRODUCTION

A reliable vehicle positioning is a crucial part of nearly
every Intelligent Transportation System (ITS). While the im-
portance of localization is obvious for certain applications such
as navigation, fleet management, or location-based services
in general, future applications, such as vehicle-to-vehicle-
communications, which are solely based on absolute posi-
tioning, are currently the main driver behind the techno-
logical developments in this field. Absolute localization as
implemented by Global Navigation Satellite Systems (GNSSs)
seems to be a promising technological candidate to solve
this task. Although many commercial vehicles are nowadays
equipped with low-cost GNSS receivers, such systems provide
only limited performance in dense urban areas. Especially,
when buildings or foliage are acting as reflection surfaces, so
called multipath errors which are caused by Non-Line-Of-Sight
(NLOS) measurements, happen to appear. A brief introduction
for Line-Of-Sight (LOS) and Non-Line-Of-Sight (NLOS) in
urban areas is shown in Figure 1. The reception of each satellite
signal depends on the position of the receiver and the satellite
to each other. Satellites S2 and S3 are in LOS, satellite S4 is
blocked and satellite S1 has NLOS. If such NLOS observations
are not handled carefully within the localization algorithm, an
unwanted bias is introduced in the final position estimate.

The paper is structured in a related work section, followed
by an idea description, preliminary results and a section for
next steps regarding this topic.

Ego position
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O
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Figure 1. A typical situation in an urban area. This is a schematic
representation of the electronic waves emitted by the satellites.

II. RELATED WORK

There are varying methods and approaches to detect and
handle NLOS detections. A good introduction and description
of different methods is given by Groves [1] and a good
taxonomy is given by Obst [2]. The current approaches detect
NLOS with additional hardware, special information like a 3D
map with building information [3] or based on the Receiver
Autonomous Integrity Monitoring (RAIM) concept with con-
sistency checking [4]. None of these methods works with raw
measurements, without additional information from external
resources and can detect or exclude several satellites.

Our approach detects NLOS without additional external
information and work as a self-consistent method.

III. IDEA DESCRIPTION

The NLOS effect caused by different environments gener-
ates an additional error part in the pseudorange measurement,
besides the other common errors for example ionosphere,
troposphere or ephemeris. A pseudorange ρ is modeled after
[5] as

ρ = r + c(dt− dT ) + de (1)

de = dNLOS + dion + dtrop + deph + . . . (2)

In Equation (1), c is the speed of light and r the true range
between the receiver and the satellite. The satellite clock error
dT will transmit from the satellite by the navigation message
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of each satellite. The receiver clock error dt is unknown.
Equation (2) describes some additional errors like ionosphere,
troposphere, ephemeris or NLOS. There are various estimators
and models for the different errors except NLOS. NLOS
depends on the environment and the behavior is very dynamic.

The basic idea of our algorithm approach for detection of
NLOS is using jumps in different parameters of raw measure-
ments from a GNSS receiver. In more detail, the parameters
are Pseudorange, Signal-To-Noise-Ratio (SNR), Carrier Phase
or Doppler. A jump in this field is defined as an unusual strong
increase or decrease between two or more measurements. For
this purpose, we use a sliding window approach in post-
processing over the last x measurements and estimate at first
step the mean or median over these measurements, without the
use of obvious outlier. This threshold is defined by a static
long-term measurement campaign over multiple days. The
second step calculates the mean or median over the complete
dataset for each satellite and the result will be used in a third
step as a threshold for separating as LOS or NLOS.

In post-processing, our approach used the challenging
GNSS datasets from [6]. Therefore, we choose the data from
the Frankfurt Main scenario for the preliminary results in
Figures 2 and 3. In future work, we will use the other
challenging scenarios too.

In [2], there is a good taxonomy of the multipath/NLOS
problem. Our approach belongs to the class Fault detection/
outlier classification and open a new branch.

IV. PRELIMINARY RESULTS

The result of the NLOS detection with the parameter
pseudorange for GPS satellite 22 with the Novatel receiver is
shown in Figure 2. This method to classify data by a ground
truth with a Novatel receiver is described in detail in [2]. The
preliminary results of the current status with the jump detection
is shown in Figure 3. The results obtained with the parameters
SNR and carrier phase are similar. In contrast, the doppler
shows a lower rate of NLOS detection. All parameters need
a deeper investigation of the different behavior with a varying
size of the sliding window or other approaches to estimate the
thresholds.

Figure 2 shows the detection with a state of the art method.
Figure 3 depicts the state of the art method (red) and the jump
approach (orange) in one diagram. Our approach detects more
NLOS at the beginning of the dataset.

V. NEXT STEPS

The current approach detects NLOS measurements and
excludes these measurements from the position estimation in a
next step. This approach is called fault detection and exclusion
(see taxonomy in [2]). In dense urban areas, the number of
LOS measurements could not be enough and no position fix
is available. Hence, the next step behind the classification
in NLOS and LOS is to use the knowledge of NLOS data
and estimate the pseudorange using this historic knowledge.
A simple estimator or a filter like Kalman-filter perform this
estimation process. By weighting several aspects of the jump
information from the parameters, we have a chance to estimate
a fixed position with the satellite information. To estimate the
accuracy, we plan to implement an ego motion model and
a motion model for the satellites. Accordingly, we expect a
more stabilized estimation with this knowledge. Furthermore,
we extend the self-consisteny approach for multi-constellation
scenarios with GPS, Glonass, Galileo and Beidou.
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Figure 2. Ublox EVK-M8T (LEA-M8T) pseudorange measurements from
GPS satellite (PRN 22) with our Novatel OEM6 NLOS (red dots) detection.
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Figure 3. Ublox EVK-M8T (LEA-M8T) pseudorange measurements from
GPS satellite (PRN 22) with our Novatel OEM6 NLOS (red) and our Jump

NLOS (orange) detection.
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Abstract—We present a closed-loop separation control experiment
on a real car (Renault Twingo GT) using a robust model-based
strategy known as Sliding Mode Control (SMC) and whose goal is
to decrease the gas consumption through the reduction of the drag
force. The study also investigates the feasibility of this control
and estimation approach for an industrial framework. A movable
spoiler, equipped with slotted air jets, is placed on the top trailing
edge of the car in order to actuate the air flow on the rear side
of the vehicle. In order to estimate the drag force, the vehicle is
instrumented with dSPACE and DEWESoft equipment, which are
able to do synchronized measurements in real-time. Concerning
the control algorithm, Sliding Mode Control was designed on
the basis of a non-linear delayed input-output model, which was
recently defined for another flow control application and has
shown a good ability for robustness and disturbance rejection.

Keywords–Flow Control; Vehicle; Sliding Mode Control; Drag
reduction.

I. INTRODUCTION

In the last years, the sales of automobiles (including cars,
trucks, and buses) have sky-rocketed. More than 1 billion
vehicles were in operation in 2010 [1]. The amount of trans-
portation automobiles is highly correlated with carbon-dioxide
CO2 emission in the atmosphere, and the strong decrease of oil
reserves, to name just a few consequences [2]. Car manufactur-
ers are consequently urged to develop new technologies, which
can contribute to significantly diminish the environmental
impact of transportation [3]. In this regard, four development
areas are identified to improve energy consumption, autonomy
and gas emissions: engine performance, reduced friction of
the bearings, the lightening of the mass of the vehicle and
the aerodynamics [1]. The work in progress presented in this
article targets the latter one. The power consumed to resist
the drag constitutes an important portion of the total power
expense. For example, the aerodynamic drag of a car, at a
speed of 50 km/h, accounts for 50 % of the total drag, reaching
80 % at 130 km/h [4]. Initially, drag reduction was achieved
through vehicle shape. This explains why most of the present
cars have similar enclosures [5]; vehicles tend to follow a
unique shape in order to optimize drag reduction. Nonetheless,

there is room to further reduce the aerodynamic drag thanks
to the manipulation and/or control of the wake flow. This
approach is of great challenge for the transport industry and
must be tackled as a multidisciplinary field. A combination of
passive and active devices might decrease the drag force by
enhancing the shear layer deflection [6]. Our aim is to tackle
this industrial problematic through the knowledge of different
academic areas.

The main goal is to develop an effective control strategy
combined with an industrial actuator to minimize the drag of
a real car and thus reduce both fuel consumption and gas
emissions.

The paper is organized into three sections: Section II
presents the instrumented vehicle. Section III is devoted in
estimating the drag force for a real car configuration, while
Section IV briefly defines the design of the closed-loop strategy
on an Ahmed body configuration. It will be shown how Sliding
Mode Control is able to reduce and maintain the drag to a
desired set-point regardless of external flow perturbations. A
short conclusion and perspectives are presented in Section V.

II. INSTRUMENTED VEHICLE

The instrumented vehicle used for experiment proposes is
a Renault Twingo II C44 GT owned by LAMIH laboratory.
The dimensions of the car are as follows: height H of 1.47 m
(from the top part of the car to the floor), width w=1.39 m
and, length l=3.69 m (see Fig.1(a) and Fig.1(b)). Due to
the presence of two people inside the vehicle, it has two
different ground clearances. The first one closer to the front
wheel g1=38.6 cm, while the second is measured at the back
wheel and is equal to g2=51 cm. The results presented are for
car velocities from 45 km/h to 130 km/h, which correspond
to Reynolds numbers, based on the car height h ≈ 1.02
(h = H − (g1 + g2)/2), of Reh ≈ 6 × 106 − 19 × 106.
The results will be described in a Cartesian coordinate system
x, y and z representing the stream-, transverse- (normal to
ground) and span-wise directions, respectively (see Fig.1(a)
and Fig.1(c)). Experiments will take place on a 2km race track
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Figure 1. Sketch of the vehicle Twingo GT. (a) Rear view, (b) Front view,
(c) Actuation mechanism, (d) Side view, (e) Real vehicle image.

located at Clastres (North of France). The track is travelled
in both directions, direction I (dI): departure to arrival and
direction II (dII): arrival to departure.

The car is equipped with a GPS, which is able to measure
the longitude and latitude coordinates (x and z directions,
respectively). The slope of the road is retrieved from GPS
measurements. GPS data is projected on a local plane (Lambert
Projection 93), and the x − z data is then projected on a
local coordinate system aligned with the track and centred at
the end of the runway. The z-coordinate measures the lateral
deviation from the reference axis. Furthermore, the car is
also equipped with two acquisition systems: DEWESoft and
dSPACE. Since two measurement devices are used, the data
must be re-calibrated. For this, a binary signal is sent from
dSPACE to DEWESoft. The registration is then carried out
by synchronizing the first rising edge. Twelve sub-miniature
piezo-resistive Kulite XCQ-0.62 sensors are placed at the front
and the back of the car. Three of them are placed at the front
close to the windshield, the first one is located at the center
plane w/2 from the side of the body while the other two are
at distance w/8 from the car side edge (one at each side).
On the rear, 9 pressure sensors were also set. The distance
between each sensor is y = h/4 and x = w/4 starting at the
same x − y distance, for a clear view of the sensor positions
please refer to Fig.1(b) and Fig.1(c). Finally, an innovative
actuation mechanism will be placed at the top trailing edge of
the vehicle (see Fig.1(d)). A movable spoiler (commercially
available) will be equipped with slotted jets in order to vary
key actuation parameters such as angle, pressure (jet velocity),
DC (Duty cycle) and frequency.

III. FORCE ESTIMATION

In order to estimate the drag force, two mechanisms are
here presented. The first one is with an approximation of
Onorato relation [7]. 80% of the total drag force is related to
the pressure forces. From this statement, the integral balance
of momentum is simplified as:

Fx =
x

Sw

(Pt∞ − PtSw) dσ (1)

where Sw denotes the surface of the wake downstream the
vehicle, Pt∞ and PtSw are the upstream pressure and the pres-
sure in the wake Sw. With this equation, the drag coefficient
Cx can be calculated from equation presented by Onorato [8].
Taking into account the twelve pressure probes placed in the
car, and an equal area for all the sensors, the drag coefficient
can be approximated as

Cx ≈
∑3

n=1(Pt∞n )−
∑9

n=1(PtSw
n )

1/2ρU2
∞

(2)

The second one is through an estimation of the external forces
presented in the car. Once a portion of the data is selected, it
is now possible to estimate the external forces exerted on the
vehicle. The dynamics of the vehicle is expressed in the form
of an energy balance equation:

M
dv(t)

dt
= Fmot(t)±mgsin(ϑ(d(t)))− Fext(t) (3)

The longitudinal acceleration
dv(t)

dt
is obtained through the

central inertial unit, while the slope ϑ was previously measured
using the average slope measurement as a function of the
distance d(t) travelled. The ± sign in equation.3 is related
to the fact that the track is travelled in both directions. In
the direction I, the vehicle undergoes a headwind and a slight
rise. In direction II, the vehicle undergoes a wind of back and
a slight descent. The estimation of the external force Fext(t) is
trivial via (3). Additionally, the external force is decomposed
as follows:

Fext(t) = Crrmgcos(±ϑ) + 1/2ρAfCd(v(t)± vwind)2 (4)
with vwind the unknown wind velocity assumed constant. For
simplification, α1 = Crrmgcos(±ϑ) and α2 = 1/2ρAfCd.
In (3) the term cos(±ϑ) is assumed constant because of
the co-sinus function is even, so the sign of the slope will
not influence the results. Each test is thus summarized to
a pair (v̄(i), ¯Fext(i)). Then, the parameters are estimated by
minimizing a quadratic model error:

J =
∑
i.e.dI

( ¯Fext(i)− α1 − α2(v̄(i)− vwind)2)2+

∑
i.e.dII

( ¯Fext(i)− α1 − α2(v̄(i) + vwind)2)2

The minimization of J , starting from a realistic solution,
relates to an optimization problem and leads to solving a linear
problem for α1 and α2, which can be solved in a straightfor-
ward manner. The introduction of wind speed complicates the
calculation of the solution and a Trust-Region Quasi-Newton
algorithm is necessary.

The drag coefficient Cx is presented in Fig.2 for a velocity
range of U∞ ∈ [45 km/h, 130 km/h] calculated from the
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Figure 2. (a) Cx obtained for different velocities using the two approaches.
(b) Relation between Cx and Cp.

two estimation approaches (red symbols: results using esti-
mation approach, black symbols: results using Onorato’s drag
approximation). The figure shows both direction results. A
positive curved increase of the Cx is present for an increase in
the velocity. Similar results are obtained for both approaches,
which means there is a good estimation of the drag force. A
small gap is seen from the results in direction I (departure to
arrival, circle symbols) and direction II (arrival to departure,
times symbol). This is due to the effects of the wind that
clearly induced some variations in the results depending on
which direction the track is run. The ratio between the Cp

obtained from the pressure sensor and the Cx estimated from
the energy balance is presented in Fig.2(b). A linear relation
is obtained, for both directions. It is possible to conclude that
both methodologies could be used as sensors to estimate the
drag of a real car. It is worth noting that external parameters,
such as wind speed, probably varied and therefore errors are
introduced in the measures.

IV. EXPERIMENTAL RESULTS OF SMC APPLICATION

As previously stated, the goal is to reduce and further main-
tain the aerodynamic drag of a square-back Ahmed regardless
of incoming flow perturbations or again measurement noise
and model inaccuracies. To achieve this, we consider the first
closed-loop separation control experiment on a simplified car
model, also known as Ahmed body, using a robust, model-
based strategy called Sliding Mode Control. This control
approach is based on an initial black-box model identification
presented by Feingesicht et al. (2016 & 2017) [9][10]. Without
loss of generality, the sliding mode principle is a problem of a
set-point tracking where a control system is considered as the
form,

ṡ(t) = f(s, t) + g(s, t)b(t) (5)

where f and g are unknown functions and b(t) ∈ {0, 1} is
the relay control input, s is the state and t is the time. The
objective is to determine a control that guarantees s(t) → s∗

as t → +∞, where s∗ is a desired set-point. The control
must be also robust with respect to some uncertainties in f
and g. If we can force the dynamics of the system to lie on
a well behaved surface, then the control problem is greatly
simplified. Sliding Mode Control [11] is based on the design of
an adequate “sliding surface” (or “sliding manifold”) defined
as,

Σ = {(s, t) | σ(s, t) = 0} (6)

that divides the state space into two parts, which correspond
to one of the two controls, which commutate between two
pre-defined values (typically zero and one or +V and -V for a
relay) when the state crosses the surface in order to maintain
the sliding mode σ(s(t), t) = 0. The manifold Σ is defined in

such a way that the error |s(t)−s∗| vanishes to zero when the
system state s is restricted to lie on this surface. The control
problem then reduces to the problem of reaching phase during
which trajectories starting off the manifold Σ move toward it
in a finite time, followed by a sliding phase during which the
motion is confined to the manifold and the dynamics of the
system are represented by the reduced-order model.

An identification procedure of the dynamical system is
employed here for flow control application. In the present case,
the sensor output utilized is the instantaneous drag FD(t), the
control variable s(t) = F∞D − FD(t), where F∞D is a drag
in the uncontrolled steady state, and the control command
is the switching function b(t) send to the actuators. Due to
the non-linear nature of the governing equations driven the
flow dynamics, non-linear models with time-delays are here
preferred. The bilinear model proposed by Feingesicht et al.
(2016 & 2017) [9], [10] is here considered and can be written
as,

ṡ(t) = α1s(t−h)−α2s(t)+(β−γs(t−h)+γs(t−τ))b(t−h)
(7)

where αi, β, γ, h and τ are positive constant parameters to
identify. Identification of the model parameters is performed
thanks to open-loop control experiments, which consists in suc-
cessive cycles of actuation and relaxation phases for different
values of the control parameters (here frequency FA and duty-
cycle DC). For conciseness, the reader is referred Feingesicht
et al. (2017) [10] for full details of the identification procedure.
In the present case, it leads to α1 = 27.37, α2 = 32.70,
β = 1.97, γ = 1.92, τ = 0.18 s and h = 0.01 s. The precision
of the model has been evaluated by a FIT index, presented by
Chovet et al. [12] equal to 59% for the present application.

Experiments were conducted in a closed-loop wind tunnel
(2 m wide, 2 m high and 10 m long). The blunt-edged
bluff body is a simplified car model known as square-back
Ahmed body, Fig.3(a), with the following dimensions: height
h=0.135 m, width w=0.170 m and length l=0.370 m. The
model was mounted over a raised floor with a ground clearance
of g=0.035 m. The Reynolds number was kept constant at
Reh = 9.104. Based on previous open-loop results, the set-
point s∗ = −2.5% is considered as the tracked value. Drag
force was measured using a 6-components DELTA-ATI aero-
dynamic balance. The velocity flow fields were obtained using
a standard two-component TSI Particle Image Velocimetry
(PIV) system. The system consists of a double-pulse laser sys-
tem generating the light sheet and two cameras recording the
light scattered by the tracer particles. The model is equipped
with an actuator slit at the top trailing edge. The slit width is
hs = 0.5 mm and the actuation length is wa = 150 mm. The
pressured air, supplied by a compressed air reservoir, can be
blown tangentially to the free-stream velocity through the slit
(see Fig.3(b)). The pulsed blowing is driven by a FESTO-MH2
solenoid valve that can generate an on/off pulsed jet within
an actuation frequency range between fA = 0 − 500 Hz. A
rounded surface, adjacent to the slit exit, with an additional
plate is installed to blow the jet in a predefined direction (for
this case we used an actuation an θ = −6◦, shown in Fig.3(c).
We choose a pressure value of Pa = 6 bars and a forcing
frequency control DC of 50%, giving a maximum jet velocity
of 32.2 m/s. The real-time processing was achieved using an
Arduino board, with a sampling rate fixed at 100 Hz.
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Figure 4. SMC set-point tracking results: upper plot shows the time history
response. Instantaneous flow field captured by the PIV for several forced

configurations.

An overview of the results obtained with the SMC is shown
in Figures 4, for a further analysis of the wake dynamics
please refer to [12]. Figure 4.a shows the time response of
the drag (top line) for the forcing command b(t) when the
closed-loop controller is activated (bottom line). The calcu-
lated instantaneous duty-cycle DC∗, presented in [12], is also
reported in this figure (middle line). Snapshots at four distinct
instants of these time histories are reported in Figures 4.b-
e. Three distinct control phases are noticeable in Figures 4.a.
When the actuation is activated (t+ = 0), the controller enters
a phase known as “reaching phase” whose objective is to
approach rapidly the targeted set-point and during which the
drag force is found to decrease rapidly. In the present case,
this phase corresponds to a steady blowing forcing as seen
in Figures 4.a where the DC∗ is found equal to unity. A
transition phase (200 < t+ < 280) is then observed during
which the controller seeks the adequate ON-OFF combination
to rapidly reach the targeted set-point. Finally, the last phase
(t+ > 280) corresponds to the so-called “sliding phase” where
the controller attempts to maintain the drag at the tracked value
s∗ despite any disturbances on the plant.

V. CONCLUSION

The propositions presented in this short paper may be used
as a reference to orient the work of flow control towards
drag reduction. The ideas proposed here are a consequence
of all the work done for simpler configurations. Their use
in an industrial application or as an ’experimental showcase’
is of great promise in future works. The car characteristics,
equipment, and actuator are presented in Section II, the vehicle
is already equipped with apparatus able to do measurements
such as pressure, position, etc. Furthermore, a movable spoiler
with jets will be added in order to control the rear wake. To
achieve closed-loop control, two approaches are proposed in
Section III. The first one is an approximation of Onorato’s
equation while the second one is an estimation of the drag force
through external forces equation. Similar drag coefficients Cx

were obtained for both propositions. The initial results in this
experience present the possibility to directly estimate the drag
of a car. Finally, we present a novel, robust closed-loop control
to reduce and maintain the drag. We are interested in steering
the drag of an Ahmed body to a set-point s* and stabilizing
it regardless of external conditions. In principle, the control
approach can be seen as a compilation of open-loop control
tests. However, the actuation frequency has to be selected
carefully in real-time depending on the external parameters
up- and down-stream of the flow. Otherwise, actuation energy
is wasted. The robustness and easy implementation in an ex-
perimental set-up make this approach convenient for industrial
applications. Also, SMC might be able to take into account
model design errors of drag estimation, keeping the drag at a
certain value, regardless of these errors. Hence, the benefits of
SMC can be fully exploited.
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Abstract— Interconnection, complexity and software-

dependency are prerequisites for automated driving and 

increase cybersecurity risks for the whole transportation 

system. Hence, information and communication technology 

infrastructure becomes a second layer for critical 

transportation infrastructure. In a recently started research 

project, we identify involved stakeholders and risks in a 

structured manner to integrate the diverging interests and 

objectives of authorities, road infrastructure providers and 

transport facilitators, which cannot even exclusively leave to the 

original equipment manufacturers. Based on the emerging risk 

scenarios, we develop a comprehensive architectural reference 

framework. Only if all components in the Information and 

Communication Technology (ICT) infrastructure provide their 

services in a sufficient quality according to ensured security 

requirements, society can rely on the reliable automotive 

system. 
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I.  INTRODUCTION 

Automated driving in complex and multi-modal 
environments for smart urban mobility requires approaches, 
which interconnect vehicles with other road users and 
infrastructure. Main benefits of connected vehicles are a 
reduction of accidents due to the communication of road 
hazards and critical situations, as well as an increase of traffic 
efficiency through platooning and real-time traffic monitoring 
and control. Reliable connectivity is the mandatory 
prerequisite for processing various states of the automated 
vehicle and accelerating further development. Positioning, a 
creation of complete situational awareness, reduction of 
accidents and increasing of comfort and efficiency depend on 
cooperative and automated driving. Current approaches 
towards stand-alone vehicles are sufficient for driving on 
highway or country roads, but not ready for urban 
environments. In addition, especially in urban environments, 
it is necessary to integrate automated driving vehicles into a 
holistic, intelligent transportation system to take advantage of 
all the potential benefits [1]. Therefore, this paper will focus 
on the infrastructure and connectivity related aspects of 
automated driving. 

Recent projects on an European level [2] identified 
cybersecurity as a key challenge and risk for future 
transportation systems. Like physical security and protection 
for transportation infrastructure, cybersecurity of ICT 

infrastructure for connected and automated vehicles cannot be 
left exclusively to the private sector, as their interests and 
objectives differ, as well as their restricted scopes. Extensive 
mobility needs the cooperation of all stakeholders, i.e., 
automotive Original Equipment Manufacturers (OEM), 
infrastructure providers and road service operators, transport 
facilitators, end user, physical and ICT infrastructure 
providers, and authorities. All these actors with their different 
perspectives, all the components together with their 
relationships are considered to of a comprehensive 
infrastructure system requiring intense and reliable 
communication among these elements on different tiers not to 
be eavesdropped, compromised or manipulated. This makes 
cybersecurity a mandatory success factor for a securely and 
safely connected automated transportation system, which is 
vital for the physical transportation infrastructure and a 
modern society. Society can therefore rely on safe, 
trustworthy automotive system. 

Our contribution refers to the Austrian national security 
research project “cybersecurity for Traffic infrastructure and 
road operators” (CySiVuS), which aims to tackle 
cybersecurity and privacy as the key challenges for 
cooperative traffic infrastructures and automated driving of 
interconnected cars. The project moves the perspective from 
the OEMs to traffic infrastructure providers and road service 
operators. The existing and future road traffic system, together 
with the concerning digital infrastructure is analyzed, and 
different autonomous driving scenarios are collected. 
Significant aspects require enhanced and further matured 
cybersecurity standards. Based on these conditions, the 
objective is to work out a comprehensive automotive cyber 
security reference architecture. It addresses all 
interdisciplinary interests and objectives of stakeholders and 
integrates existing and other technological innovations, that 
will be developed in the near future. This article provides a 
brief overview of the project’s approach and highlights the 
urgent need for a complete reference architecture for a (cyber) 
secure automotive traffic infrastructure. 

This paper is divided into six sections. After this 
introduction, we will first give a short overview of the state of 
the art. Section II argues that there is no sustainable structured 
reference architecture that supports a broad perspective on 
automotive cybersecurity. This is underlined by some general 
scenarios from a practical point of view, which we obtained 
from a tailored risk management process discussed in Section 
III. Risks should be identified, assessed and addressed through 
an extensive risk management approach. Based on practical 

30Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-643-9

VEHICULAR 2018 : The Seventh International Conference on Advances in Vehicular Systems, Technologies and Applications

                            41 / 94



use cases, we motivate the proposal of a future transportation 
system in Section IV. We discuss typical use case scenarios 
affecting the security of these automotive services from the 
infrastructure perspective. It is the objective of a recently 
started research project to develop this comprehensive 
automotive cybersecurity reference architecture in much more 
detail, the core aspects of which we introduce in Section V. 
The final Section VI provides conclusions and outlooks for the 
near future. 

II. STATE OF THE ART 

For automated vehicles, the Society of Automotive 
Engineers (SAE) J3061 [3] defines five levels, which give a 
framework to classify automated vehicles. Currently, mass-
market available systems reach up to level three. Examples of 
level three are highway automation and parking assistance 
systems. The best-known example is Tesla’s Autopilot and 
Parking Assistance System [4]. Even higher levels, moving 
towards high driving automation or even complete 
automation, are already in a real-world test stage [5], but not 
yet publicly available. While systems up to level three can rely 
on in-vehicle sensors and generate the world model on-
demand based on local sensor data, higher levels of 
automation need the previous mapping to generate a world 
model in which the vehicle is placed via sensor data [6]. This 
implies that such vehicles require external input to have the 
latest information and react on permanent or temporary 
modification in the road system. This is especially important 
in urban environments where other localisation approaches, 
relying on Global Navigation Satellite System (GNSS) or road 
infrastructure (road markings or roadway detection) are more 
challenging [6]. 

In the United States, the National Highway Traffic Safety 
Administration (NHTSA) [7] currently prepares regulations, 
which require connectivity for active safety features for all 
new vehicles sold in the US starting from 2020. Such features 
commonly referred as cooperative active safety, require a high 
level of trust on outside information and communication. 
Safety reasons were the urgent motivation for the OEMs to 
establish information communication initiated by the vehicle. 
Security issues – which are following a different paradigm 
than safety-related ones – are a rather new challenge, currently 
addressed only by the OEMs itself. Recent hacks show that 
the majority of their systems lack security protection [8], [9]. 
Naturally, they restrict their security focus on the vehicle itself 
and do not follow a holistic approach, analyzing the whole 
infrastructure system their cars are elements. Despite first 
approaches, like the H.R.701 – Security and Privacy in Your 
(SPY) Car Study Act of 2017 [10], cybersecurity issues are 
still largely handled by the vehicle manufacturer simply 
ignoring other stakeholders. Especially when moving towards 
connected, intelligent and automated transportation systems, 
the road traffic infrastructure need to be considered in a 
consequently holistic way. However, briefly summarizing the 
legal situation in general, new regulations are evolving, but 
too slow promptly and substantially fragmental. In an 
automated driving scenario, ICT infrastructure becomes a 
second layer of critical transportation infrastructure. Hence, it 
is still in the discussion whether and how the European 

”Directive on Security of Network and Information Systems” 
also known as the NIS Directive [11] applies to the automotive 
sector and what the consequences for the OEMs, as well as the 
road infrastructure providers are in detail. This European 
Directive will be enforced by the end of May 2018 and seeks 
to ensure a high level of network and information security by 
improving the common security level of the provider of 
critical services and digital contents. The transport sector is 
accepted to form such a critical infrastructure and due to the 
increasing interoperability, connectivity aspects, 
communication requirements, ICT in general, and privacy 
issues. Hence, there is an urgent need for a full categorization 
and orderly development. 

The vehicles require detailed data about the environment 
to generate a broad overview of the current situation in real 
time and ensure their safe movement. The integrity of the data 
is a prerequisite for autonomous inter-connected driving. It is 
evident that automated driving scenarios are not restricted to 
the vehicles as a stand-alone system; rather the vehicles must 
interact in real-time with the other components among other 
vehicles and in particular with the infrastructure in order to 
assess the current situation. Thus, interoperability is the first 
key requisite for efficient traffic management, co-operative 
functions and coordinative autonomy [12]. 

Connectivity between vehicles and other traffic elements 
is currently still in development. While almost all new 
premium cars already offer connectivity via Global System 
for Mobile Communication (GSM) to a backend system of the 
manufacturer [13] this is currently driven by the motivation to 
reduce costly recalls due to software adaptions [14] and also 
by the European eCall initiative. Starting with April 2018, all 
new vehicles sold in Europe are obliged to be able to 
automatically call the nearest emergency center in the case of 
a crash and submit position and crash-related information [2]. 
Applications like intelligent coordination are already tested 
and evaluated in real-world scenarios [15]. In such scenarios, 
vehicles and infrastructure need to communicate within a 
defined time frame and exchange information like traffic 
status, travel times, road conditions and road works warnings. 
There are higher requirements on the connectivity for the next 
level of cooperation and connectivity. Although there are an 
Intelligent Transportation System (ITS) architecture available 
and connectivity scenarios defined by European 
Telecommunications Standards Institute (ETSI) [16], it is 
unclear whether vehicles will possess multiple 
communication systems for each service provider or the 
communication is handled via a central data hub [17]. 
Different approaches of the future communication 
infrastructure are presented and discussed in a report of the 
Cooperative Intelligent Transportation System (C-ITS) 
platform [2]. A conclusion is that to support interoperability, 
stay cost-efficient, reduce the number of attack surfaces and 
support future applications the connectivity should follow 
some sort of coordinated model, considering not only the 
vehicle but the complete infrastructure and service value 
chain. 

Especially in the field of cybersecurity, there are multiple 
signs indicating that the current state of the art cannot 
adequately protect the new and vital role ICT will play in 
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transportation. Automotive cybersecurity is slowly rising to 
this aspect [18] triggered by research and governmental 
pressure [13][19][20][21]. Technical developments and 
industrial awareness of new challenges are followed by the 
development of first guidelines for tackling the issues [22]. On 
a higher level, the ITS infrastructure security is also a known 
issue which is addressed [23]. There is still ongoing discussion 
who will control and provide the communication 
infrastructure [2]. Since all mobility and the complete road 
transportation sector will depend on the ICT system, it is of 
utmost important to clarify responsibilities and to achieve a 
dependable balance between private and public control. 

One important discussion is who controls access to the 
data collected by the vehicle. There are first efforts to develop 
processes for addressing these issues [24]. A recent survey of 
the German consumer organization “Stiftung Warentest” 
showed that almost all connectivity solutions offered by 
automotive OEMs have weaknesses in privacy [25]. Personal 
information is exchanged without encryption, and the 
superfluous information is collected and transmitted, partially 
done without informing the user and his agreement. 

III. RISK MANAGMENT 

There is currently no domain-specific risk management 

framework available for the automotive domain. First 

approaches [22] are promising, but initial evaluations show 

certain challenges in the application [26]. The guidebook [22] 

was published at the beginning of 2016 and after being 

available for half a year again set to work in progress status. 

The International Organization for Standardization (ISO) and 

SAE founded a common working group developing a 

standard for the cybersecurity engineering of road vehicles 

(ISO/SAE 21434), but the publication is currently envisioned 

for 2020. In the absence of applicable domain-specific 

frameworks, we propose to tailor ISO 31000 [27] for the 

application in the automotive domain. To set up the context, 

define the stakeholder and the application environment, an 

appropriate management framework has to be established 

first. A second main part of the risk management standard 

proposes the following steps of the risk management process: 

1. Establishing the Context 

2. Risk Assessment 

3. Risk Treatment 

4. Monitoring and Review 

5. Communication and Consultation 
Firstly, we present the framework with suggestions on 

how to tailor it towards the application field. The suggested 
tailoring will partially be done on a higher level. 

A. Establishing the Context 

The previous state of the art overviews shows that there 

is currently no specific regulatory or legal framework for road 

traffic. This means we can only apply generic rules and base 

the context on the environment and values of the society for 

road traffic. There are ongoing discussions about which 

regulations should be applied to the road traffic domain, but 

no clear consensus emerged so far. The automotive and 

transportation domain is an important part of ensuring and 

enabling our modern lifestyle and we, therefore, consider 

following objectives as necessary. It should be avoided, that 

a cybersecurity attack  

• causes immediate damage to environment or human 
lives (safety); 

• causes the loss of control over personal information 
(privacy); 

• causes financial damage (finance); and 

• negatively impacts the operation and traffic flow 
(operation). 

We propose two restrictions to these objectives. Firstly, 
we restrict the risk management to direct and immediate 
consequences. This means that we do not consider second-
level consequences, e.g., an operational impact would also 
impact emergency services and could, therefore, cause 
damage to human lives. Our focus lies on the direct 
consequences. Secondly, we assess the impact rating on users 
and society higher than the impact on the organization. That 
means that safety impacts and rate financial impacts for users 
or society are higher prioritized than for organizations. 
Society needs to trust and rely on the transportation system, 
which is supported by ensuring their needs and protection 
first. 

B. Risk Assessment 

Risk assessment includes identification, analysis and 
evaluation of risks. While ISO/IEC 31010 presents examples 
for risk assessment techniques, none of them is tailored for 
cybersecurity in the road traffic domain. There exist multiple 
proposals to extend established safety risk assessment 
methods towards cybersecurity [28], [29] or to tailor 
cybersecurity methods for the automotive domain [30], [31]. 
It should be remarked that there is no silver bullet to risk 
assessment implementation and any selected methodology 
needs to be justified. Depending on the abstraction level, 
different methods are favored. We propose threat modelling 
[33] for the analysis of risks. For risk evaluation purposes, we 
propose four impact levels, divided into four categories, as 
shown in Table I. This is an abstraction of the categories 
proposed by SAE J3061 [22] and EVITA [34]. Both use 
similar categories, but with more levels per category.   

TABLE I.  IMPACT LEVELS 

 User / Society 
Service provider / 

company 

Safety 1 - 

Operational 3 4 

Privacy 2 3 

Financial 3 4 

 
A critical factor for risk evaluation in cybersecurity is the 

evaluation of likelihood. While for transportation domains it 
is discussed only to consider the impact of risk evaluation 
[35], this could move the focus on very unlikely risks. Details 
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of the likelihood assessment are presented in [26], but in short, 
we propose to evaluate the likelihood based on the following 
four parameters: 

• Assumed attacker capabilities  

• Ease of gaining information about the systems 

• Reachability and accessibility of the system 

• Required equipment for an attack 

C. Risk Treatment 

Risk treatment is based on an assessment whether the risk 
is tolerable for the society, which means that the benefits of 
the connected and automated road traffic scenario outweigh 
the risk. Unless this is the case, we need to either modify the 
risk by implementing specific technical or organizational 
measures or avoid the risk altogether by deciding not to 
implement the scenario. Each risk treatment needs to be 
followed by an assessment of the effectiveness of the 
treatment, e.g. if the remaining risk is tolerable and can be 
accepted. Risk treatment assessment also includes the 
evaluation if the chosen measures influence other risks or 
scenarios 

D. Monitoring and Review 

There is currently no clear responsibility for monitoring 
and review of risks. This is impeded by the hierarchical silo 
structure which dominates the automotive domain at the 
moment. OEMs have a restricted system view and are only 
able to identify risks on this level. Suppliers are responsible 
for the implementation of risks treatments for their specific 
contribution and can detect change requirements. There is no 
unambiguous allocation of the risk monitoring 
responsibilities. Established approaches in the automotive 
domain follow mainly an incident based approach, i.e., 
reactive behaviour. For cybersecurity challenges, active 
monitoring and reaction are necessary. We propose to assign 
a reporting responsibility and develop a cyber incident 
response plan. 

E. Communication and Consultation 

As a continuous and parallel step along the risk 
assessment, treatment and monitoring, the complete 
management process needs to be recorded, documented and 
communicated to the stakeholders. This includes capturing the 
decisions, results and most importantly the justification for 
decisions and actions. Only this step makes the risk 
management transparent and comprehensible. It should be 
remarked that such records are sensitive and could be 
potentially misused by attackers. 

IV. PRACTICAL USE CASE 

In the CySiVuS project, we will analyze different use 
cases to develop the overall context requiring a 
comprehensive reference architecture. The first collection of 
use cases is based on the C-ITS Day 1 Use Case [36]. Day 1 
refers to the first set of uses cases implemented and evaluated 
in the European Corridor – Austrian Testbed for Cooperative 
Systems (Eco-AT) project. One typical use case is the 
RoadWorks Warning (RWW) use case. This use case 
describes an interaction between vehicles and cooperative 

roadside elements, which provides information to about short 
time modifications in the road infrastructure to optimize 
traffic flow and driving strategy. Further, we analyze the 
Intersection Safety (ISS) use case. This use case refers to an 
interaction between vehicles and cooperative roadside 
elements, which provides information to optimize the traffic 
flow and driving strategy. In Eco-AT the transmitted data will 
only be used as information for the vehicle driver. We will 
consider the next step and assume that vehicles will in the 
future automatically act based on the received information in 
the future. In addition, we will also set up a third Vehicle to 
Vehicle (V2V) use case, e.g., a vehicle is broadcasting 
information about position and speed to enable other vehicles, 
which cannot detect the information with the vehicle sensors 
to consider it in their planning. 

Figure 1 depicts the introduced three use cases. The 
RoadSide Unit (RSU) sends information to all vehicles about 
a temporal change in the road shape. Vehicles A and B 
coordinate how B, which is not visible to A, enters the main 
road and all vehicles receive information from the traffic light 

system. We exercise the risk management approach based on 
the RWW use case. We apply threat modeling [31] for the risk 
assessment step. 

 
Figure 2 visualizes the dataflow model for the interaction 

between vehicle A, B and the roadside units. Without any 
mitigation measures, twelve threats were identified. We focus 
in the following on the interaction type and the following 
threat, seen in Table II. 

For connected automotive vehicles and their 
corresponding control and steering algorithms, the correct and 
especially secure reception of safety and kinematic related 
messages is of utmost importance. A manipulated sending unit 

Figure 1. Use cases 
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from some distance away could communicate status 

 

information, e.g., nonexistent barriers, road works or 
vehicle positions ahead leading to slow down or even stop of 
the traffic culminating to accidents. To prevent such a threat, 
we propose distance-bounding protocols that allow a safe 
decision if the communication partner is within a certain 
radius, defined as bubble [37], [38]. The adapted Table III 
summarizes, the considerations above. This capability 
requires the introduction of a bidirectional communication 
link between Verifier (V) and Proofer (P) and a fast processing 
of the challenge sent from V to P. This reduces the evaluated 
attack likelihood by enforcing physical access to conduct such 
attacks and reduces the risk to a tolerable level. 

TABLE II.  DELIVER MALICIOUS UPDATES TO VEHICLE B  
[PRIORITY: HIGH] 

Category Spoofing 

Description 
Spoofing vehicle A in order to send 

malicious updates 

Justification <no mitigation provided> 

Attack 

method 

Impersonate the car (clone sim or 

similar) and then craft the malicious 

update 

TABLE III.  DELIVER MALICIOUS UPDATES TO VEHICLE B  
[PRIORITY: LOW] 

Category Spoofing 

Description 
Spoofing vehicle A in order to send 

malicious updates 

Justification 

<no mitigation provided>  

Distance bounding avoids remote attacks 

and requires physical access to the 

environment in order to conduct the 

attack 

Attack 

method 

Impersonate the car (clone sim or similar) 

and then craft the malicious update 

V. REFERENCE ARCHITECTURE 

An automotive reference architecture for security analysis 
was presented in [9]. While it includes the elements of 
communication between backend and vehicle, it does not 
consider all relevant scenarios for C-ITS like V2V 
communication. Furthermore, it only defines the technical 
elements and does not differentiate between environments, 
stakeholder, objects in the architecture a division. However, 
this pure technical approach is not sufficient and to apply the 
reference architecture in practice, this division is vital. 

As a first approach, we divide the ITS into five clusters of 
elements as shown in Figure 3. On the physical side (blue, left 
side), we have vehicles, infrastructure and personal devices. 
The provider’s side (green, right side) contains elements 
which are maintained and operated by infrastructure operators 
and road service providers offering mobility services (grey, 
lower side) available to the users (yellow, upper side). All 
elements are interconnected by a communication system 
(orange, in the middle). It should be highlighted that these 
blocks can overlap, e.g., infrastructure providers can also 
provide services; and blocks can contain multiple diverse sub-
blocks, e.g., communication collects a multitude of techniques 
like wireless networking (WiFi) or GSM, which can be 
applied for V2V or Vehicle to Infrastructure (V2I) 
communication. 

 

Figure 3. Clustering of elements in the transportation system 

 
Moreover, the approach described above offers a relatively 
high-level view on the system, which is, to a certain degree, 
architecture independent. As it is discussed in [2] and [17], it 
is still in discussion how the connectivity architecture will 
finally look like, but all discussed architectural variants fit in 
the presented structural model. Such a structural model helps 
to identify the involved parties, allows assigning risk 
mitigations to technical elements and assigns the 
responsibility of implementing and maintaining these risk 
mitigations to involved parties. To be practically applicable, 
the identified risk mitigation measure is implemented in 

Infrastructure 

Vehicles 

Personal Devices 

Communication  

Service Provider 

Infrastructure 
Operators 

System OEMs 

User 

Services 

Figure 2. Data flow model for threat assessment 
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infrastructure and vehicle, conducted by system OEM and 
infrastructure providers, which is shown in Figure 4. 

 

 
A possible solution approach is a structured multi-tiered 

reference architecture. However, a consistent risk 
management method is a critical success factor that this 
consistent architecture can be developed along all perspective 
layers. Our approach is to take the widely accepted risk 
management standard ISO 31000 [27] as a basis and tailor it 
to the automotive requirements. We discuss the five main 
steps of the risk management process when we apply it to a 
road traffic system. It is crucial to restrict the proposed 
approach to direct risks only and to weight the impacts 
differently depending on the consequences. The risk 
management analysis steps are essential to finding an 
appropriate mixture of applicable methods to form a reliable 
methodology for the assessment. Additionally, the evaluation 
of the likelihood and the handling of uncertainty needs to be 
solved. Risk treatment in a complex and interconnected 
environment must consider different actors 

VI. CONCLUSION AND OUTLOOK 

To conclude our contribution, the technological and legal 
state of the art of automated driving for smart urban mobility 
is still not yet sufficient to cope with the complex 
requirements of such an environment. We identified four 
current challenges in a comprehensive traffic road system. 
Interoperability of the components among the vehicles as well 
as the infrastructure elements; connectivity and 
communication tasks especially for interacting and 
cooperation of the different components; ICT in general and 
cybersecurity issues to address security threats; and privacy 
aspects which subsume protection requirements of personal 
data of the vehicle drivers. There are efforts to form a 
compliant legal and technological framework, but all these 
considerations are in a flow. 

Finally, we discuss some previous works and propose core 
considerations on a comprehensive automotive reference 
architecture. We identify five element clusters required to 
interact with each other. The primary task of the CySiVuS 
research project is to develop a wide-ranging model on all 
necessary perspective levels, which the rough approach 
introduced in this article could be a starting point. By 
conducting the risk management process and developing the 

reference architecture, we show the multidimensional nature 
of a road traffic system. The main task in the upcoming period 
is to cope with the complexity and streamline the extremely 
different current and future developments on the various 
perspective levels. 
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Abstract—This paper presents an approach to extend existing
total-cost-of-ownership (TCO) models by a logic and numeric
constraint system. Instead of an only vehicle-centered cost view,
these constraints enable the modeling of various dependencies oc-
curring in a complex application field like logistics. The resulting
tool will ensure an economical disposition, fleet management and
business decision-making.
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I. INTRODUCTION

There have been a lot of changes in the field of city
logistics over the last years, like the electrification of vehicles
(EV), new means of transport built for last-mile-deliveries or
whole approaches like distribution points (hubs), car-sharing or
multi-use concepts. But, despite extensive funding in research
and development in this area, the transportation market is
remaining reserved regarding changes. The cost analysis in
[1] and [2] for example have shown, that electric vehicles
only get profitable with a relatively high mileage compared
to conventional vehicles. This fact is besides the hesitant
development of a charging infrastructure and the limited range
a primary explanation of the hesitant commitment to EVs in
commercial applications. This paper introduces a conceptual
method not only to support and ensure the profitability of fleet
restructuring, but also to enable long-term economical monitor-
ing, extrapolation of new scenarios and strategy development.
This method is based on the idea of TCO models, as introduced
in the related work section.
The rest of the paper is structured as follows. In section 2,
we embed our approach in the context of current work and
fundamentals. In the following main section, we will introduce
the pivotal idea of the combined use of numerical and logical
constraints for achieving a more comprehensive TCO analysis
in logistics. We close this paper with a concept architecture
for a TCO tool, as well as a summery of the problem area we
will prospectively work in.

II. RELATED WORK

A vehicle TCO model consists of all expenses which arise
by the acquisition and operation of that vehicle. Thereby, it
is possible to offset these costs against profits or to compare
different vehicle alternatives or rather multiple deployment
scenarios. Especially market changes in automotive industries
over the last years and the upcoming engines based on
renewable energies made a TCO approach very useful for
economical decision-making. Most TCO models, like [1] or
[2], are very vehicle-centered and only contain vehicle specific
influencing factors like acquisition, insurance, workshop or
fuel expenses. To fully implement such a TCO model into
a commercial application, it is necessary to enrich the model
with application specific factors. The method of this paper is

based on a TCO model especially built for logistics by [3].
Besides vehicle costs, this model contains expense data of the
operational context. This covers personnel costs of the driver,
possible trailers or hubs and information about the cargo and
customers. All TCO models have in common that the use is
intended to calculate costs for a specific set of parameters. An
optimization or variation is only possible by experimentally
varying the parameters.

III. CONSTRAINT SYSTEM

The evaluation of vehicles in logistics on an operational
level does not only result from vehicle cost factors. Different
means of transport may have varying requirements regarding
driver qualification, cargo size and weight or temporal re-
strictions of customers. The choice of a vehicle is strongly
entangled with a tour specification and available resources.
TCO models may be an appropriate basis for one-time de-
cisions like the acquisition of a vehicle for a generic use
case. The method of this paper though proposes a much more
holistic approach by implementing the TCO model into an
arithmetic constraint system and extending it by adding logic
constraints. A constraint system features a set of constraints,
which are processable by an automatic solver. This solver
calculates a solution space for every variable in the constraint
system. By doing so, the TCO model gets much more flexible.
Trivially, the solver can compute TCOs, but also possible
combinations of variable input factors like a specific vehicle for
given TCO for example. By adding comprehensive restrictions
and dependencies of a logistic domain, the system solves
the satisfiability problem which is identical to a resource
allocation task. A constraint based TCO model is therefore
a much more valuable tool for disposition, fleet management
and business strategy finding. This method differentiates two
types of constraints:

A. Numerical Constraints
Constraints are typically over a specific domain, but can be

mixed and calculated within a solver. The logistics TCO model
by [3] is a set of arithmetic formulas in Matlab, which are
transferred into a domain for real numbers. Depending on the
particular application or nature of constraints, a finite, rational
or linear domain would also be conceivable. We propose
the use of CLP(Q,R)[4] library for SICStus Prolog, because
this solver supports multiple types of domains. By this, the
equation for overall-costs of a vehicle assigned to a tour for
example

K = (12 ∗Ksalary) + (Sworkdays ∗Ktour) +Kinsurance +Kinspection

is transformed into an element of the constraint set in Prolog
clpr:{K #= (12 * Salary) + (Workdays * TourCosts) +

Insurance + Inspection.}
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where the clpr identifies the domain of the various variables.

B. Logical Constraints
A holistic approach to a cost model in logistics comprises

much more dependencies though. Especially the relation be-
tween vehicle, tour and driver implies non-arithmetic con-
straints, like qualifications or legal restrictions. We are ap-
proaching these problems by modeling ontological constraints
in a logic domain as usually done by default in Prolog. In [5],
we published an ontology specialized for inner-city logistics
including the relation between various driver license classes in
the European Union. We hereby used this description to build a
logical constraint knowledge base in Prolog. First, we defined
taxonomy facts about driver licenses and their associations
with drivers. As shown in Listing 1, we further formalized
generic rules about how the property of a license is subsumed.
driverL(dlA).
driverL(dlB).
subL(dlA,dlB).

staff(bob).
hasLicense(bob,dlB).

hasLicense(X,SubL) :- staff(X), driverL(SubL),
subL(SubL,DlX), hasLicense(X,DlX).

Listing 1. Basic rules for a driver license taxonomy in Prolog

This basic set of facts allows the solver to determine drivers
with a specific or implied subsumed license. In combination
with the arithmetic TCO model, the solver then only calcu-
lates costs for appropriate tour-vehicle-driver-allocations. The
TCO gets calculated much more on purpose with a resource
allocation as by-product.

IV. USER AND DATA INTERFACE

Because the handling of a descriptive constraint knowledge
base is not feasible for average consumer, we significantly
focus on the integration of a suitable graphical user interface
(GUI). Figure 1 shows the overall architecture concept of
our tool. The Prolog knowledge base initially consists of
the terminological knowledge and basic constraints. A data
importer collects data from the logistics software systems and
translates these into either arithmetic or logical assertional
knowledge constraints. On the user side, an interface interprets
functions to Prolog querys and proccesses results into changes
of the GUI.

V. CONCLUSION AND FUTURE WORK

In contrast to the existing vehicle-centered TCO models,
our method furthermore represents a holistic economical
view on the disposition process. Besides the calculation of
vehicle, tour or personnel costs it ensures the profitability of
resource allocation by implementing the constraint system
as an optimizer. By using fuzzy ranges or plain variables
as TCO parameters, the tool is able to find solution spaces
which is useful for decision-making by logistics experts. The
holistic and descriptive model covers also a daily dispatchers,
as well as long-term use for business strategists.

To date, we implemented basic concepts and rules in
addition to the existing TCO model from [3] to show the
feasibility. We want to extend this basic knowledge base
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Figure 1. Conceptual Architecture of TCO-Tool

gradually by all relevant facts and dependencies of a logistics
domain. Eventually, this tool will be tested and evaluated
within a field test by various newspaper and media logistic
companies.
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Abstract—In vehicular network, nodes generate and transmit
timely measured data by embedded sensors. Some data needs
to be gathered by remote devices. The limited communication
range of the vehicular wireless system requires to proceed
through multi-hop data routing to collect periodic fresh data.
The hop-by-hop based data journey and the dynamic topology
increase the overall packet delivery delay, as well as the packet
loss ratio. Unmanned Aerial Vehicles (UAVs) could be used in
relaying vehicular data, particularly for sparse networks. Once
they join the network, they are considered as normal network
nodes however with some specific link characteristics. In this
paper, a link-aware data collection approach is investigated. More
precisely, an optimization problem maximizing a weighted multi-
objective utility including the wireless link data rate, the wireless
link stability, and the data progress towards the destination is
formulated and solved using a Distributed Minimum Spanning
Forest (DMSF) approach. The outcomes of the proposed approach
and the impact of the UAVs assistance are evaluated. The present
approach outperforms the other algorithms and the usage UAVs
enhances the DMSF-based solution especially for low-density
network.

Keywords–Unmanned aerial vehicles; Vehicular network; Data
collection; Distributed minimum spanning forest.

I. INTRODUCTION

Vehicular networks are promoting a wide range of ap-
plications rendering the driving experience safer and more
efficient. Indeed, using embedded communication capabilities,
the vehicles are able to exchange timely and accurate infor-
mation reflecting their status and mobility. Neighbor vehicles
use the received information to mitigate collisions [1] and
avoid road hazards [2]. Vehicles may disseminate traffic-related
information in the relevant traffic stream to early warn the
incoming travelers to seek alternative routes. An Intelligent
Transport System (ITS) station is usually equipped with an On-
Board Unit (OBU) which is an embedded computer interfacing
with a multitude of measurement-units and sensors mounted in
the vehicle, e.g., Global Positioning System (GPS), proximity
ultra-sound and short-range radars, etc.

Collecting data in real-time in mobile network is chal-
lenging. Unlike data exchange or data dissemination, data
collection’s purpose is to route data towards a gathering node
from all the network nodes. The achievement of this task
should take into account the underlying network character-
istics. Indeed, the vehicles are moving with relatively high-
speed compared to legacy mobile ad hoc network (MANET).
In addition, obstructing objects and signal attenuation due
to mobility and radio interference impose a wise use of the
network resources. Moreover, the height of vehicle-embedded
antennas and the frequency bands used in vehicular network
differentiate vehicular networks from cellular networks with
infrastructure support [3]. These constraints require an op-
timized design of communication protocols to transfer data

between mobile nodes and to ensure reliable data gathering
by remote infrastructure nodes.

The UAVs have recently seen an increasing usage in
civilian and military applications [4]. This trend is explained
by the ease of deployment and the low cost of maintenance.
Among the promising applications, the UAV may contribute in
the monitoring and assistance of the traffic in ITS [5]. Indeed,
the drone could be equipped with wireless communication
system and participates in relaying traffic data or generating
traffic alerts to warn ground road users, as illustrated in
Figure 1. Worthy to mention here that the energy-related issues
of the drones are intentionally skipped and the aerial nodes are
considered as simply hovering over the road junction at a fixed
altitude. the mobility of UAVs is planned to be studied in a
future work.

Figure 1. UAV relays data between two disconnected network fragments.

The present work proposes a new data collection approach
using Distributed Minimum Spanning Forest (DMSF) algo-
rithm: a modified version of the typical Distributed Minimum
Spanning Tree (DMST) algorithm [6]. The proposed approach
is based on two phases: the paths construction, and the effective
data collection:
• The distributed routes construction phase proceeds with

a parallel building of multiple trees having a minimum overall
utility. These multiple trees enable the establishment of the
routing paths and balance the load of the data traffic over
the network. The utility considered in the construction of
the DMSF is a weighted multi-objective function achieving a
trade-off between three metrics: i) the achieved data rate over
the wireless link, ii) the inter-vehicles link stability, and iii)
the progress towards the destination. Hence, each node selects
the relay node providing the best throughput for rapid data
transfer, the highest link stability to avoid link disappearance
mainly during big size packet transmission, and the closest
route to the destination to reduce delays due to processing at
the relay levels.
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• Once the data collection session is due, nodes transmit
the received data from children nodes and their data content to
their parent nodes in the tree-routing structures. The process is
executed by each node once it has a data to send or to forward.
The data is forwarded towards the roots of the trees. Since the
roots are one-hop neighbors of the sink node, a simple data
forwarding ensures the successful delivery of data. When all
the data is collected by the sink or the collection session is
expired, the non-delivered data is discarded and a new routing
topology is calculated to start a new data collection round.

The proposed approach seeks to ensure periodic data
collection generated by a big number of mobile nodes through
a fast and distributed routes construction. This kind of periodic
data gathering is required especially for network monitoring
and analysis purposes. The performances of the proposed
approach are evaluated against existing algorithms.

The remainder of this paper is organized as follows: Section
II provides an overview of the existing work in data collection.
Section III presents the system model. Section IV starts by
presenting the methodology followed by the paper. Afterwards,
it presents the problem formulation. Section V introduces
the proposed DMSF algorithm to solve the data collection
problem. The next section presents the simulation environment
and some selected numerical results. Finally, Section VII
concludes the paper.

II. RELATED WORK

For many use cases, we need to collect data from mobile
nodes within the network by a collection host, aka sink. At the
collection time, the traveling vehicles may or may not be close-
enough to the collection node in order to deliver their data.
Hence, several studies tackled this issue and investigated the
possible ways to ensure data handing to the collection station.
In [7], the authors presented a survey of the position-based
data routing in vehicular networks. The position information
availability and accuracy is a basic factor of the algorithm
performances. The forwarding decision, which is usually
greedy or an improved form of greedy, ensures a progress
towards the destination node. Although judged to outperform
topology-based algorithms, position-based routing algorithms
present some limitations. Authors conclude that there is not
a position-based protocol performing well in both urban and
highway environments and compare the performance of the
protocols mainly in terms of overhead, availability, resilience,
and latency. In [8], authors leveraged a hybrid communication
scheme using 3GPP/LTE and the IEEE 802.11p-based tech-
nologies to disseminate safety messages in Vehicular Ad hoc
NETwork (VANET). The approach is based on the construction
of multi-hop clusters and the offload of data transfer between
farther clusters to the cellular network. The hybrid communica-
tion scheme outperforms the basic clustering and the flooding-
based forwarding algorithms. Even though it resolves the hole
problem especially in sparse networks, the proposed approach
could not be the best option in the present scenario because no
alternative communication technology other than the Dedicated
Short Range Communication (DSRC) wireless technology is
available.

Another approach for data collection based on a mobile
agent is proposed in [9]. The proposed solution takes into
account the lossy nature of the network links and uses mobile

agents in the network to collect data from vehicles in one-
hop fashion. The approach reaches a higher data collection
ratio but is still limited in terms of data freshness, which
is ensured by the present approach, and may be useful for
special cases of deferred offline data processing scenarios.
An earlier published algorithm, named ADOPEL [10], is
proposed using the reinforcement learning technique for the
data collection in VANET. The approach uses a distributed
Q-learning technique to update Q-values required to select
the relaying nodes to forward data towards the collection
node. The algorithm is fully distributed and outperforms the
non-learning approach. However, the fast topology updates
negatively affect the convergence of the learning strategies.
Indeed, the required time to learn the best relay is likely to
exceed the link duration of all or some of the available links
at a given time. In this paper, we overcome this issue in DMSF
through periodic assessment and re-weighting of the wireless
links. In [11], a data routing optimization approach based on
multi-objective metrics and minimum spanning tree (MST)
is proposed. The solution investigates an interference-aware
routing scheme by fostering the better links and radio channels
for routing the data. The used metrics to compute the link
weight are end-to-end delay, link duration probability, and co-
channel interference. The algorithm needs a global awareness
of the network topology (e.g., convergence of routing tables)
by every node to be able to compute paths to other nodes.
This constraint limits the approach from scaling and from
distributed construction of the spanning tree. However, this
constraint is released in DMSF approach since only relay node
selection is needed to forward data towards collection node.

III. SYSTEM MODEL

The nodes in vehicular networks are smart agents which
interact with each other through direct ad hoc wireless links,
i.e., V2V and occasionally with infrastructure or Road Side
Unit (RSU), i.e., V2I. Mobile nodes mutually exchange status
information which are useful for efficient mobility and traffic
cooperative awareness. The focus of this paper is on the
collection of data measured by the vehicles within an urban
area. Therefore, we consider a geographical area with multiple
roads and intersections. In the center of the area, an RSU is
placed to regularly collect the data from N connected vehicles
driving around. Every vehicle aims to periodically transfer a
data of size M bytes to the RSU at a transmission power level
Ptr. The obstacles and signal attenuation do not always allow
direct communication between all the nodes and the RSU.
Hence, a multi-hop data transfer is required.

To study the network behavior under different conditions
and evaluate the ITS applications, several research studies
investigated various channel propagation models of DSRC [12]
[3]. In [3], authors carried out extensive measurement cam-
paigns in different communication scenarios: the Line-of-Sight
(LoS) and Non-LoS (NLoS) cases and for urban, suburban,
highway, and rural areas characterized by different traffic
densities. The resulting model is adopted for this paper, it
is well-defined, and its parameters are explicitly given. By
adopting the log-distance power law, the path loss expression
is given by:

PL(d) = PL0 + 10ν log10d+ S, dmin ≤ d ≤ dmax, (1)

where d is the distance between the transmitter and the receiver
in meter and ν is the path loss exponent related to the
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propagation environment. The parameter S models a zero-
mean random variable with normal distribution and standard
deviation σS modeling the large-scale fading. The term PL0

is given by:

PL0 = PL0(d0)− 10ν log10d0, (2)

where d0 is the reference distance and PL0(d0) is the path
loss value at the reference distance. Its value is given along
with other parameters in Table I. This model is derived from
measurement campaigns where dmin and dmax are bounding
the model validity domain.

The communication link between the UAV and the ground
nodes is modeled differently. The two nodes are in LoS with
a certain probability Pr which depends on the UAV’s altitude
hu [4]. Pr is given by:

Pr =
1

1 +Bexp(−C[θ(hu, duv)−B])
, (3)

where B and C are environment-dependent constants, θ repre-
sents the elevation angle and is given by θ = 180

π sin−1( huduv ),
and duv denotes the Euclidean distance between the UAV and
the ground node. The probability of having a NLoS link is
equal to 1−Pr. Hence, the path loss expression in dB of the
Air-to-Ground (A2G) link is given by [4]:

PLA2G[dB] = PrPL
LoS + (1− Pr)PLNLoS , (4)

where PLLoS is the path loss effect of LoS link and is
expressed in dB as PLLoS = 10γlog10( 4πfduv

Cl
) + LLoS ,

with γ is the path loss exponent, f is the frequency of the
carrier, Cl is the speed of light, and LLoS is an additional
attenuation of the environment. The second term of the path
loss PLNLoS is the effect of NLoS link and is expressed in
dB as PLNLoS = 10γlog10( 4πfduv

Cl
) + LNLoS with LNLoS is

an additional attenuation for the NLoS environment.
It’s important to remind here that the coherence time of the

channel is very small compared to the time of data collection
and construction time of the tree, therefore, we investigate the
channel based on the average statistics and we consider the
path loss effect only.

IV. PROBLEM FORMULATION

The investigated problem can be modeled using graph
theory where nodes are the graph nodes and wireless links are
mapped to graph edges. At a given time, a generic undirected
graph G(V,E) with weighted edges results from a spatial
distribution of mobile nodes. An edge matching two nodes
is characterized with different attributes, namely data rate,
link stability, and closeness to sink, which are quantified and
detailed in the following subsection. The target of the next step
is to leverage the link state of each node in order to compute
a path from each node towards the sink in a distributed
fashion. Indeed, getting information about the locations and
states of all the nodes and the whole network topology in a
centralized manner is an unpractical and unrealistic assumption
mainly during short intervals of time. Therefore, we proceed
with a distributed approach adapted to the network topology
evolution. The constructed paths aim at enhancing packets
delivery within a time-bounded delay while maintaining a fair
exploitation of the network’s resources.

A. Methodology and Metrics
The present paper focuses on the data collection task, and

more specifically on a periodic data collection rounds triggered
at a prefixed time period. Since every node is invited to append
its own data to the received data, if available, before forwarding
it towards the sink node, proceeding with broadcasting data
overwhelms the network and may result in a broadcast storm
especially in dense networks [13]. To avoid these harmful
effects, every node operates through unicasting its data to a
single next hop while taking into account the link states to
maximize the chance of a time-bounded routing and successful
delivery of packets.

To ensure a link-aware approach, three factors are consid-
ered while quantifying the weights of the wireless links. These
properties are directly impacting the link quality and hence,
its ability to deliver data without being distorted. Considering
two nodes i and j of the network, the attributes of the link
(i, j) are:
• Achieved throughput: Links with higher data rates are

privileged in the construction of the data routing paths to
accelerate the data collection procedure. Following is the
achieved rate of link (i, j) based on Truncated Shannon
Bounds (TSB) [14] and denoted by Ri,j :

Ri,j =


Rmax if SINRi,j ≥ SINRmax,
0 if SINRi,j ≤ SINRmin,
B log2 (1 + SINRi,j) otherwise.

(5)
where Rmax is given by:

Rmax = B log2 (1 + SINRmax) , (6)

where B is the system bandwidth, SINRi,j is the signal-to-
noise-plus-interference ratio at the receiver of the link (i, j),
given by:

SINRi,j =
PtrH(d̄(i, j))

I +N
, (7)

where Ptr denotes the transmit power level, H is the channel
propagation model which is a function of average-distance
between transmitter and receiver. It corresponds to the inverse
of the path loss between the nodes i and j which is given in (1).
I and N quantify the average interference and the noise power
levels at each receiving node, respectively. Finally, SINRmin
and SINRmax are the SINR thresholds for the discretization
of the data rate in DSRC technology. Their simulation values
are given in Table I.
• Link stability: The relative high speed, dynamic topology,

and the mobility patterns of the vehicular network impose
constraints on the link stability. Hence, wireless link lifetime
between two nodes is expected to persist for short time prior
to be obstructed by static and/or mobile obstacles until it
disappears from the available set of links. In the general case,
the motion of the node in the network is hard to predict, even
though some mobility patterns could be drawn in specific areas
and during specific times. Hence, the position (xi,t, yi,t) of the
node i at an instant t is given by:

(xi,t, yi,t) = f(xi,0, yi,0, t), (8)

where f is a generic function taking as parameters the position
of node i at instant t = 0 and the current time. Taking into
account the locations, speed values, and driving directions of
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two given nodes at an instant t, and under the assumption that
vehicles are generally driving into linear road segments with
nearly constant speeds specifically for very short time-scale,
the following mathematical linear system derives the expected
link duration between two arbitrary vehicles i and j:

xj,t = vx,0t+ xj,0 (9)
 yj,t = vy,0t+ yj,0 (10)

where xj,t and yj,t are the coordinates of node j at an instant t,
xj,0 and yj,0 are the reference coordinates of node j at t = 0,
and vx,0 and vy,0 are the components of relative velocity of
node j with respect to node i. With this setup, the coordinates
of node i are given by:

xi,t = xi,0 (11)
 yi,t = yi,0 (12)

where xi,t and yi,t are the coordinates of node i at an instant
t, xi,0 and yi,0 are the reference coordinates of node i at
t = 0. From (9)−(12), the euclidean distance between the
nodes enables the determination of the expected link duration,
denoted by LD and returns an important indicator about the
radio link stability. Indeed, the resolution of the equation
below, returns the LD:

LDi,j = t,when
√

(xi,t − xj,t)2 + (yi,t − yj,t)2 = Dmax,

(13)
where Dmax is the maximum communication range between
the nodes i and j, which depends on the channel path loss
modeled in (1).
• Closeness to sink: The main goal is to gather the data

from mobile nodes driving along a geographic area to a sink.
In order to reach the destination node in a reasonable time,
data should progress towards the sink at every hop. Otherwise,
packets may spend a long time floating from a node to another
without reaching the destination. To model the progress of
data towards the destination, a metric characterizing the link
aptitude to approach the sink is considered. Every node is
labeled with a number of hops required to reach the collection
point. If a node i selects the node j as its next hop, and the
latter is N̄h(j) away from the destination then, the created link
has an advance attribute, denoted by advi,j , and is given by:

advi,j = N̄h(j) + 1, if i selects j as next hop. (14)

Once the main factors impacting the link quality are
defined, the links are labeled with weights resulting from a
weighted combination of the aforementioned metrics. The best
subset of the set of links maximizing the overall weights is
used to connect the nodes with their respective successors to
reach the collection node.

B. Problem formulation
Consider that each edge of the graph G(V,E), that we

denote by ek, k = 1, . . . , |E| where |.| denotes the cardinality
of a set, is characterized by a weight denoted by wk. The
objective is to divide the graph G(V,E) into Nt disjoint trees
to create a forest. This forest ensures a faster building of
disjoint trees with shorter routes. The total number of trees Nt

is depending essentially on the number of nodes that are within
the coverage of the sink and characterized by a good link
quality, e.g., wk ≥ wth, where wth is a link weight threshold
defined by the operator. Define Tt ≡ G(Vt, Et) ⊂ G(V,E),
where t = 1, . . . , Nt, a tree composed of a set of vertices
denoted by Vt and a set of edges denoted by Et. Accordingly,
the forest will be formed by Nt trees. Denote by εk,t the binary
variable indicating whether an edge k of E belongs to set of
edges Et. Hence, εk,t is expressed as:

εk,t =

{
1 if ek ∈ Et,
0 otherwise

(15)

Consequently, the optimization problem aiming at minimizing
a multi-objective utility composed of the three metrics dis-
cussed above can be formulated as:

minimize
εk,t,k=1,...,|E|

t=1,...,Nt

|E|∑
k=1

wk

Nt∑
t=1

εk,t (16)

subject to:
εk,t ≤ δk, (17)
Nt∑
t=1

εk,t ≤ 1. (18)

The solution of the optimization problem given by (16)−(18)
will associate the edges ek to the Nt trees to connect the
maximum of nodes that will forward their data packets to the
roots of each tree such that the total weight is minimized.
Using the metrics expressed in (5), (13), and (14), the weight
of a given link joining two nodes i and j and corresponding
to the edge k ∈ E can be expressed as:

wk ≡ wi,j = −α Ri,j
Rmax

− β LDi,j

LDmax
+ γ

advi,j
advmax

, (19)

where Rmax, LDmax, and advmax are determined by Monte
Carlo simulation campaigns. They are used to normalize the
magnitude of the different metrics. Note that the parameter
advmax represents the maximum possible number of hops
to reach the sink node, which is equal to the number of
nodes in the network. The parameters α, β, and γ are three
freedom degrees identified by the operator. Their sum is
equal to one and they have to be set properly according to
the operator’s need. For instance, increasing α will promote
the rate metric at the expense of the others. Constraint (17)
ensures that an edge ek can be considered in the association
if the corresponding SINR provides at least the minimum
requirement for a seamless transmission. This condition is
identified by the binary parameter δk which is given as follows:

δk =

{
1 if SINRi,j ≥ SINRmin,

0 otherwise
(20)

where SINRi,j is SINR at the receiver of the link k that can
be deduced from (7) while SINRmin is a SINR minimum
threshold. Finally, constraint (18) imposes that an edge can be
associated to only one tree.

V. DATA COLLECTION WITH DMSF
The data collection is a specific case of more general

routing problem. Indeed, for data gathering, the destination
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node is usually not an arbitrary node but is often the sink node
having pre-defined public properties, e.g., its location is known
by nodes belonging to the network. At every data collection
round, the nodes have to check their link states to find the
best relevant next hops in order to deliver their data content.
Recall that there is no agent that has real-time global view of
the network topology to execute a centralized computing of
the best paths. Moreover, a given node does not have to be
aware of all the network links to build its best path. Instead,
it requires a local awareness of its links associating it with
one-hop neighbor-nodes to make sure that its path to the sink
node is loop-free. Finally, data sent by the distributed nodes
should reach a subset of nodes, called the roots of the forest
trees, which are responsible to relay data directly to the sink.

Figure 2. DMSF algorithm.

The main idea of the proposed approach is to build multiple
trees with minimum overall weights and rooted at a set of
predefined nodes to create a Forest of Nt trees. We call this
subset of nodes, i.e., the roots, as VR where |VR| = Nt.
The tree-based topology of the collection algorithm focuses
on ensuring a convergence of the collected data towards the
destination and using loop-free paths. Moreover, each node can
join a single tree and forward its own data and other received
data exclusively to one parent node. Working with minimum
spanning forest instead of a single minimum spanning tree

is preferred because it leads to short paths to reach the
destination. In addition, considering multiple roots allows the
network to avoid bottlenecks in the last hops and ensures a
load balance throughout the network.

Figure 2 illustrates a high-level description of the proposed
DMSF algorithm. For a periodic data collection, where all the
vehicles in a given geofence area are expected to transmit their
generated and occasionally received data, nodes should first
build routing paths especially when the exchanged data size is
important. In order to build loop-free paths leading to the sink
node, the algorithm starts with the selection of the members of
VR. Then, nodes initiate the construction of fragments based on
the best available link weights and fuse fragments into bigger
ones. The process continues in a fully distributed way until
all the nodes, reachable from at least one of the VR members,
join a tree of the forest. It may happen that some nodes do not
join any of the forest’s trees if the network graph is physically
disconnected. Hence, these nodes will not transmit data until
joining routing trees to save communication bandwidth.

Figure 3. Illustration of routing paths resulting from DMSF algorithm for a
regular vehicles distribution. The set of nodes VR = {9, 14, 20} represents

the roots of the formed Nt trees.

Figure 3 shows an illustration of the paths built for a
network graph with some disconnected parts, e.g., the tree
{11, 12, 17}. The built trees reflect the fully distributed and
parallel behavior of the algorithm. The root selection and
rank updates of the fragments are similar to DMST algorithm.
However, some updates are carried out to promote the data
progress towards the RSU. These updates force the nodes
member of VR to be the roots of the formed trees. It is also
worthy to mention that DMSF approach does not ensure the
shortest path in terms of hop count however, it fosters the stable
routes with higher throughput along with the convergence to
the destination. For instance, the node 26 selects a more stable
parent which is node 27 with hop-count equal to four instead
of node 20 at two hops to RSU . The same scenario occurs
with node 15, it chooses to go through longer route and did
not join VR because of the weak connectivity it has with the
sink node.

Once the nodes finish building their routes, a data collection
is initiated by the nodes joining the trees. Every node appends
its locally generated data with the received data from children
nodes in the routing trees, if any, and forwards data to its
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parent node. The roots of the trees deliver the received data
to the collection point as soon as they receive data from their
respective children nodes. When the next session is due, the
DMSF algorithm is initiated again and the data gathering is
performed by its end, and so forth. Or, in order to increase the
data collection speed, new DMSFs can be created based on
previously constructed DMSFs during previous session. This
approach is left for a future extension of this work.

VI. PERFORMANCE ANALYSIS

This section describes the simulation environment and
discusses the performance results of the proposed algorithms.

A. Simulation Setup
An urban traffic area is considered under the form of a grid

network with controlled intersections. An RSU is deployed in
the central junction of the studied area. The UAVs are hovering
at a fixed altitude hu above the junctions. The mobility traces
of ground nodes were generated using the Simulator of Urban
MObility (SUMO) [15] and the algorithms were implemented
and tested in Matlab. Table I lists the simulation parameters
that have been used.

TABLE I. SIMULATION PARAMETERS.

Parameter Value/Description
area dimensions 1km x 1km
Number of junctions 5 x 5
Road segment length 250 m
System bandwidth 10 Mhz
Transmission power (Ptr) 23.8 dBm
PL0(d0) 58.81 dB
Path Loss Exponent (ν) 1.83
σS 4.48 dB
SINRmin -6.37 dB
SINRmax 7.35 dB
hu 100 m

B. Performance results
In this section, the performance of the algorithms are

quantified. Indeed, the data collection ratio, the required time
to achieve the collection task, and the average number of hops
to deliver data packets are studied for DMSF, DMST, and
Greedy Perimeter Coordinator Routing (GPCR) [7] protocols.
The latter is a position-based routing protocol. It leverages
the planar property of the graph formed by road segments
and junctions. GPCR uses the restricted greedy forwarding
and a repair strategy to deal with local maximum problem
[16]. Afterwards, the impact of using UAVs in assisting data
collection using DMSF algorithm is evaluated for a low-
density network.

1) Data Collection ratio: The considered data collection
scenario in this paper is periodic and asynchronous. This
means data could be concentrated in intermediate nodes which
need to forward received data from children nodes to respective
parent nodes. If the link quality is not considered in the
selection of the next hop, many packets risk to be lost. Figure 4
shows the variation of the data collection ratio with the number
of vehicles for the three algorithms. The proposed DMSF
algorithm achieved clearly higher data delivery, slightly better
than DMST particularly in low and medium traffic. For dense
network, DMST performance drops significantly because of
the increasing routing tree and the dynamic nature of the

Figure 4. Data collection ratio for different traffic densities

network. GPCR is a position-based routing algorithm which
forwards data to the nodes ensuring always a better progress
towards the destination node. It uses a restricted greedy for-
warding. When the restricted greedy forwarding fails to find
a next hop, a recovery strategy such as the right hand rule
is used. It is clear that the delivery ratio of this algorithm is
limited for low-density network. However, it grows up with
the network density because of the higher probability to get
better relay node to reach the sink node. Even though, GPCR
algorithm did not achieve DMSF packet delivery ratio.

2) Overall Delay: One major factor of data collection in
mobile networks is the time bound within which the collection
task has been achieved.

Figure 5. Data collection time for different traffic densities

The faster the collection is performed, the better the ap-
proach is. Indeed, in topology-based approaches, the computed
paths are subject to change within a short time. Hence, a slow
data forwarding will probably face outdated paths and end
up with discarding packets or recomputing the path. Figure 5
shows the collection time in milliseconds to route the data
from all the network nodes towards the sink. Of course, only
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nodes able to find a relay will send data. The other nodes will
discard their data and wait to the next data collection session.
For different densities of the network, the DMSF performs
better than DMST, which is, in its turn, performing better
than GPCR in terms of overall data collection delay for low
and medium traffic densities. In dense network, GPCR overall
delay outperforms DMST. In GPCR, the extra delay is caused
by the long paths traveled by some packets when entering the
recovery mode. The difference between DMSF and DMST
in terms of collection time is due to the partitioned routing
structures (i.e., trees) in DMSF leading to load balance and
bottleneck avoidance in the neighborhood of the sink node.
These factors lower the packet processing time in intermediate
nodes, and hence lower the end-to-end journey delay of the
packets.

3) Average number of hops: The average number of hops
denotes the length of the paths of delivered packets traveled
through. Figure 6 shows that GPCR presents shortest paths in

Figure 6. Average hops’ number for different traffic densities

average. This is due to low delivery ratio when the network is
sparse, and the greedy nature of the protocol to approach the
sink node in dense network. For DMSF, the results are slightly
higher because of the consideration of the link quality and the
distributed nature of the paths construction. DMSF performs
better than DMST because the latter uses a single routing tree
causing the leaf nodes to be more distant from the tree root.

4) UAVs impact: For low density traffic, the network is
fragmented. This causes a degraded performance of the data
collection. Exploiting the existing UAVs as relay nodes be-
tween two fragments of the network has a positive impact on
the system performance. Figures 7-9 depict the impact of using
UAVs with DMSF algorithm in low-density network compared
to DMSF with only ground nodes. The hovering of UAVs
above the junctions allow them to link the network fragments
and hence increase the packet delivery ratio which approaches
98% when using 24 drones. The overall delay and the average
number of hops within the network did not change significantly
which means the the UAVs enhance the network behavior with
a very low cost.

Figure 7. Impact of UAVs on data collection ratio

Figure 8. Impact of UAVs on data collection time

Figure 9. Impact of UAVs on average hops’ number
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VII. CONCLUSION

Vehicular network enables a set of applications which
make the driving experience safer and more efficient. Mobile
nodes continuously transmit data which is gathered by remote
devices. In this paper, the data collection challenge had been
tackled in an urban area through the proposal of DMSF algo-
rithm. The proposed solution achieves a very high data delivery
ratio and scales better than GPCR and DMST algorithms in
terms of collection time. The provided assistance of UAVs in
relaying data between disconnected network fragments clearly
enhances the data collection task with a very low cost in terms
of overall delay. In a broader view, the present solution could
help in enhancing the network nodes connectivity and end-
to-end data delivery by assuring a local link-aware next-hop
selection.
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Abstract— Simultaneous Localization and Mapping (SLAM)
algorithms are one of the elements that have great relevance
for autonomous driving in order to locate the vehicle, even in
areas in which other methods have difficulties, or to improve
the positioning given by these other systems. It also offers
knowledge of the scenario in which the vehicle moves,
information that can have multiple uses. There are several
solutions to the SLAM problem using Light Detection and
Ranging (LiDAR), but these algorithms require a high
computational cost. However, certain environments with a
specific structure allow the use of more simplified algorithms.
Specifically, this paper shows a SLAM algorithm where only
the LiDAR signal is used and vertical planes are taken as
reference (perpendicular to the ground plane). This solution is
quite effective in some scenarios, such as indoor parking areas.
In addition, various alternatives are explored to increase the
robustness of the results of positioning and mapping
reconstruction. The algorithm has been tested in real scenarios
with satisfactory results.

Keywords - SLAM; LiDAR; Autonomous vehicle; Detection;
Algorithm.

I. INTRODUCTION

One of the biggest difficulties of autonomous vehicles is
the ability to react correctly and safely to the eventualities
that may occur during driving. Consequently, these vehicles
must be equipped with sensors capable of responding in a
very short time and a computer capable of interpreting all
this information in real time. Among these sensors are
cameras, radars, Global Positioning System (GPS), LiDAR
sensors, infrared sensors, etc. Specifically, LiDAR has
advantages that make it particularly suitable for autonomous
driving [1]. One of the main advantages of LiDAR sensors
versus computer vision is that the latter are very sensitive to
light changes or environmental conditions [2]. In addition,
cameras are directional and only detect objects in the
direction in which they are placed, and LiDAR sensors offer
most of the time a 360º field of view, obtaining a complete
point cloud from the vehicle's surroundings. On the other
hand, a drawback of the LiDAR sensors is that the density of
points decreases with distance due to the divergence between
the laser beams.

Solving the SLAM problem consists in the estimation of
the movement of the ego-vehicle and the mapping of the
environment in which it is located simultaneously. Among
the possible applications of this technique, we can highlight
its use for autonomous vehicle guidance systems and the
creation of three-dimensional models of the environment in a

fast and accurate manner. The growing interest in self-
driving cars has caused researchers to once again seek a
solution to the problem of SLAM, a problem that appeared in
robotics more than 25 years ago. This concern to achieve an
accurate SLAM solution is fundamentally due to the need for
an error positioning of centimeters and an understanding of
the environment for a proper path-planning and decision
making. As far as the SLAM techniques are concerned, there
are many branches to tackle this problem. From the classical
techniques used in robotics, or new approaches using range
sensors, or techniques based on artificial intelligence, to new
trends, such as multivehicle SLAM [3].

When talking about the problem of vehicle localization,
the solution is not trivial using a GPS. GPS has shown great
performance for the location, however, cannot guarantee an
error below centimeters in all cases, even when using D-GPS
with a positioned base station. A classic approach would be
to make use of inertial units, encoders on the wheels, etc.
However, all of them produce an incremental error in time,
which makes a correct localization impossible. Another
classic approach could be the localization of the ego-vehicle
using the line markings on the road, but these are not enough
when the vehicle approaches complex scenarios, like a
crossing or merging lanes. Finally, we always look for a
trade-off, merging different approaches into a fusion.

Other approaches would be techniques based on Visual-
SLAM or LiDAR-based SLAM, both make use of the
extraction of characteristic points of the environment, or
landmarks. After the extraction of these landmarks, a
matching and calculation of the relative movement are
carried out. The prediction of the new position of the vehicle
can be estimated, on one hand, by filter techniques, e.g.,
Extended Kalman Filter (EKF) [4]–[6] or Particle Filter [7]–
[9]. On the other hand, we could also find another approach
for the same task, this time using optimization methods, such
as Bundle Adjustment [10] among others.

More recently, the use of artificial intelligence
techniques, specifically deep learning, has gained great
interest due to the great advance of computing capacity and
the development of several quality databases (e.g., KITTI
dataset [11], Ford Campus [12] or Málaga Urban data [13]).
The use of Convolutional Neural Networks (CNNs) is very
suitable for the recognition of images and for the extraction
of characteristics. On the other hand, CNNs have not only
been used to extract image characteristics but also to
estimate continuous signals when dealing with regression
problems. Therefore, we can find several developments
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where they take advantage of these benefits to apply to the
SLAM problem [14]–[17].

Although the SLAM problem is not new and there are
many developments in the field, it still presents some issues.
The first one is the drift that occurs when the trajectory
increases, and on the other hand, the construction of the map
in any weather condition, traffic or time of year [18].

In indoor scenarios, the GPS signal is not available or is
not sufficiently reliable and its accuracy is low, so it cannot
be used as the only reference for the positioning of
autonomous vehicles. Autonomous vehicles are equipped
with perception systems, being the LiDAR one of the best
ones regarding robustness and information provided. This
sensor has been used in common SLAM problems, although
these algorithms require a high computational cost.
However, certain environments with a specific structure
allow the use of more simplified algorithms. Specifically,
this paper shows a SLAM algorithm where only the LiDAR
signal is used, and vertical planes are taken as reference
(perpendicular to the ground plane). In addition, various
alternatives are explored to increase the robustness in the
result of positioning and scenario reconstruction.

The rest of the paper is structured as follows. In Section
2, the SLAM algorithm developed in this paper is described.
In Section 3, results from several tests both indoors and
outdoors are depicted. Finally, in Section 4, conclusions and
future works are presented.

II. SLAM ALGORITHM

The proposed algorithm for scenarios where the vertical
planes can be taken as reference includes 3 phases:

 Detection of the characteristic elements of the
environment (vertical planes)

 Determination of the trajectory (the planes detected
are projected on the horizontal plane and the lines
resulting from those projections and their
intersections are used)

 Reconstruction of the environment (three-
dimensional reconstruction by superimposing point
clouds)

A. Characteristic elements detection

The characteristic elements are those elements that have
certain properties that allow them to differentiate themselves
from other elements of the environment. Therefore, the
repetitiveness with which they are detected will be very
important to ensure that each of them is detected in
successive time intervals.

In this way, they can be tracked over time and the
trajectory of the vehicle can be determined from the relative
movement of the detected characteristic elements.

Therefore, the detection of these elements is the starting
point of the algorithm, and the precision in their detection
determines the accuracy of the trajectory obtained.

In the urban and industrial environment, for which this
algorithm is designed, walls and columns of rectangular
section can be found abundantly. Therefore, the

characteristic elements to be detected are vertical corners and
vertical planes.

However, due to the difficulty of detecting the vertical
corners directly, only the vertical planes will be detected, and
the corners will be extracted from them.

Method 1: Lines detection in each laser layer
For the detection of characteristic elements, a coefficient

has been implemented, proposed in [19], which evaluates the
smoothness of a surface, with the aim of detecting vertical
corners. However, this coefficient has finally been discarded
because all those rough objects that were detected in the
environment could be detected as possible landmarks.

As an alternative, for the detection of sudden changes of
curvature in the different sections, the angle formed by the
segment between two consecutive points with the horizontal
axis of the XY plane has been analyzed.

A more accurate way to detect these lines is to calculate a
local line for each point. Then, those points that are placed a
certain distance away from the line are removed, and the
equation of the line is obtained with the others and the
average square error is recalculated. If the error is less than a
certain threshold value, the line is accepted. This process is
repeated for all laser layers. Once all the lines have been
extracted, they are compared with each other to detect
possible matches between one layer and the others.

Method 2: Planes detection from points clouds
Another method involves extracting the planes in a direct

way from the point cloud in 3D. For this purpose, the M-
estimator SAmple Consensus (MSAC) algorithm has been
used [20]. The MSAC algorithm is a variant of the RANdom
SAmple Consensus (RANSAC) algorithm. Once the model
that we want to fit is known, in this case a plane, this
algorithm optimizes according to the number of inliers and
outliers with the cost function (1):

���� = ��

�

(��
�) 

�(��) = ��
� �� < ��

�� �� ≥ ��


Where � is the threshold for considering inliers and ��

provides the error for the point data.
The adjustment is executed and the points of the

extracted plane are eliminated for the next execution. From
the set of all the extracted planes, only those perpendicular to
the horizontal plane of the vehicle are of interest for the
calculation of the trajectory. Therefore, planes that do not
meet this condition or those whose average error is too high
are removed.

B. Trajectory calculation

The landmarks that are used to calculate the trajectory are
the vertical planes of the environment. These planes are
projected on the horizontal plane and, in order to determine
the trajectory we work with the lines resulting from that
projection.
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In addition to the lines that result from the projection of
the vertical planes, the points of the intersections of these
lines are also used for the calculation of the trajectory. Some
of these points correspond to the real corners of the planes
that share a corner in the field of vision of the LiDAR, while
the rest correspond to the virtual corners that result from the
prolongation of those planes.

The mathematical representation of intersecting lines is
presented with 2 notations based on their orientation:

�
Type 0: � = ��� + ��
Type 1: � = ��� + ��



Once the straight lines have been calculated, for the
calculation of the intersections (Figure 1), the four possible
pairings have been considered according to the type of line.
The number of intersections for a number n of lines is
determined by the following expression:

n������������� =
�

2
· (� − 1) 

Figure 1. Lines intersections

Intersections located further than 100 m are eliminated.
To determine the trajectory of the vehicle, three different

methods have been developed to obtain the values of
displacement and rotation.

Method A:
The first one uses a function called estpos which

calculate the displacement and the rotation of the vehicle
simultaneously, from the relative movement of the
intersections previously calculated, by solving a linear
system of equations.

First, those points that have been detected in two
consecutive frames are identified and matched. Therefore,
the points of the previous instant, called points0, are
displaced and rotated with the values of ��� , ��� and ��
calculated at the previous instant. Then, the nearest point of
the current frame is searched for each of the points already
displaced. If the distance is less than a threshold, both points
are considered to correspond to the same characteristic
element and the pair of points is saved.

Once the points detected in the two frames have been
determined, the longitudinal and lateral displacements and
the yaw angle are calculated. For this, the following system
of equations is solved.

�
cos� − sin�
sin� cos�

� ∙ �
��
��
� + �

��
��
� = �

��
��
� 

Where �� and �� correspond to the coordinates of the
points in the current frame, and �� and �� correspond to the
coordinates of the points in the previous frame. The
unknowns of this system are: �, �� and ��.

This system is a non-linear system and for its resolution,
it would be necessary to resort to iterative calculation
methods. However, since the time interval between two
consecutive frames is very small, it can be considered that
the angle � will also take small values.

In this way, simplifications can be considered and the
system becomes linear. The simplified system is as follows.

�
1 0 −��
0 1 ��

� ∙ �
��
��
�
� = �

�� − ��
�� − ��

� 

Method B:
The second method is a variation of the previous one, and

instead of solving the linear system of equations, it uses the
Iterative Closest Point (ICP) algorithm to obtain the
displacement and rotation values. The pairing of the points
occurs identically.

Method C:
Finally, the third method calculates the rotation and

displacement of the vehicle independently. On the one hand,
the angle rotated is calculated using the equations of the
straight lines and later, the displacement of the vehicle is
calculated from the intersections.

To do this, the first step is to match each line with its line
equivalent to the previous frame. This process is identical to
the pairing of points, with the difference of using the
equation of the line instead of the coordinates of the point.

C. Scenario reconstruction

In this step, it is necessary to transfer and rotate the point
cloud obtained in each of the frames, and in this way
generate a single three-dimensional image that includes all
the points in absolute coordinates.

This reconstruction is of special interest because it is
used to quantify the precision of the trajectory calculation
and, in this way, to be able to compare the different
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algorithms used and the influence of the improvements
introduced in them.

D. Algorithm improvements

On the previous algorithm, 2 improvements have been
proposed:

 Weighting of points and lines.
 Correction of the possible inclination of the laser

with respect to the ground.
The first correction is based on the fact that not all data is

extracted with the same reliability. Therefore, a confidence
value is assigned to each of the points or the lines, depending
on certain characteristics that may affect the accuracy with
which they have been calculated.

This weighting is carried out by increasing the number of
points based on a confidence value. In this way, those points
with a higher confidence coefficient will be repeated a
greater number of times than those with a lower coefficient.

For the definition of the value of the confidence of the
points, two factors have been taken into account: the distance
of the points from the vehicle and the angle formed by the
lines with which the point has been calculated.

The distance of the points has been quantified by the
inverse of the distance. Since �� and �� are the coordinates
of the points, the weighting coefficient has been defined as
follows:

�� =
1

���
� + ��

�


In this way, the points near the vehicle will have a greater
weight compared to those further away.

On the other hand, because the points have been obtained
by intersecting the lines corresponding to the planes
detected, the greater the angle formed by these lines, the
greater the precision with which the point has been
calculated. To quantify this effect, the angle formed by these
lines has been calculated and the following coefficient has
been used.

�� = 1 −
2 · �

�
2
− ��

�


where � is the angle formed by the lines with which each
point has been calculated.

Finally, a third coefficient that combines the previous
two has been implemented.

�� = �� · �� 

On the other hand, the lines resulting from the projection
of the detected planes are weighted taking into account two
factors: the number of points contained in the plane and the
error in obtaining it.

In this way, a confidence value has been defined that is a
function of the value of the mean square error when
obtaining the plane and the number of points of the same.

� = ������� · (1 − �) 

Where ������� are the points of each of the planes and �
is the mean square error calculated by the pcfitplane
function.

Regarding the second improvement, it is intended to
correct the lack of parallelism between the plane of the laser
and the ground. Generally, in garages, placing the laser level
on the roof of the car, the planes detected are perpendicular
to the horizontal plane of the laser. However, this inclination
is not negligible. To avoid this effect, a plane is defined that
remains constant regardless of the possible rolling and
pitching movements of the vehicle, or the possible
inclination of the terrain. Therefore, a reference plane is
defined as perpendicular to the detected vertical planes.

To sum up, the flowchart of the implemented algorithm
is depicted in Figure 2.

Figure 2. Algorithm flowchart

III. TESTS AND RESULTS

Different tests have been carried out not only in outdoors
scenarios, but also in indoor scenarios using an instrumented
vehicle that includes a 3D laser scanner Velodyne VLP-16.
The LiDAR sensor was placed on top of the car in order to
acquire a 360º field of view.

The tests have been carried out in 3 different scenarios:
 INSIA laboratory (Figure 3a). It is a particularly

suitable environment for the calculation of the
trajectory since it is an environment with a large
number of vertical walls and some columns. In this
scenario, 2 types of maneuvers have been carried
out: straight manoeuvre and L-shape manoeuvre.
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 Indoor parking area (Figure 3b). This type of
environment also has columns and some vertical
walls. However, there is not much quantity of them
and being an environment with a low ceiling, a lot of
points are lost in it. In addition, parked cars are also
an obstacle to detection.

 Narrow urban street (Figure 3c). this method will
work correctly in those streets where there are a
certain number of intersections.

A. Final method selection

The first of the scenarios has been used to determine the
most appropriate method among those presented for the
calculation of the character elements, the determination of
the turn and the translation, as well as in the alternatives of
improvements over the algorithm. To do this, the bag is
taken with L-shape trajectory and 7 points have been chosen
from the main walls of the ship in which the maximum
distance between the same wall detected in different frames
is measured. The chosen points are those marked with a
yellow square in Figure 4.

Figure 4. Control points for error calculation

First, we analyze the 2 methods to obtain the landmarks.
It is observed as the first option of calculation of lines by
layers has limitations in the detection of the planes from a
certain distance. However, the function based on the plane-
fitting is able to identify them and with a much lower
computational time. Therefore, Method 2 is chosen from
those described in section 2A.

To calculate the displacement and rotation of the vehicle,
the three methods described above were tested, verifying that
only method C provides null errors in ideal environments
and, therefore, the best results in real environments.

Finally, the improvements proposed for the algorithm
have been analyzed. The results are shown in Table I.

TABLE I. COMPARISON OF IMPROVEMENTS ALTERNATIVES

Improved method
Average

error
Relative

error

Base case (without improvements) 0,76 m 1,65 %

Points weighing. Distance 0,61 m 1,32 %

Points weighing. Angle 0,60 m 1,30 %

Points weighing. Combined 0,59 m 1,28 %

Lines weighing 0,86 m 1,86 %

Horizontal plane correction 0,57 m 1,24 %

Combined correction (except Lines weighing) 0,54 m 1,17 %

B. Results in real scenarios

Finally, the 3 test environments were reconstructed using
the selected method. Similarly to the preliminary trials, a set
of control points have been defined to evaluate the accuracy
of the reconstruction. Table II shows the results of this
quality indicator and Figure 5 shows the reconstructions.

TABLE II. QUALITY INDEX IN RECONSTRUCTION

Scenario
Average

error
Distance

Relative
error

INSIA lab (straight trajectory) 0,35 m 64, 99 m 0,54 %

INSIA lab (L-shape trajectory) 0,54 m 46,13 m 1,17 %

Parking area 0,15 m 11, 94 m 1,24 %
Urban area 0,27 m 70,91 m 0,38 %

The lowest relative errors have been obtained in the
INSIA laboratory when the trajectory is straight and in the
urban circulation. Both environments are characterized by
having large vertical planes, corresponding to the high walls
of the workshop and the facades of the buildings,
respectively. In this way, these planes when detected with a
great number of points, the accuracy is higher, and thanks to
this the calculation of the trajectory is also more precise.

a) b) c)

Figure 3. a) INSIA laboratory, b) Parking area, c) Narrow urban street
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It is noted that, although in all cases the measurements of a
Trimble BX935-INS multi-constellation GNSS receiver have
been available, its signal has not been reliable due to the
specific scenarios considered, so it cannot be taken as a
reference.

IV. CONCLUSION

As conclusion, the developed SLAM technique requires
specific characteristics of the environment in order to
function correctly. Specifically, it requires the presence of a
sufficient number of vertical planes, which will be used to
calculate the relative movement of the vehicle. This fact
happens in several real scenarios.

As an advantage, we could emphasize that it is a totally
autonomous method, since it uses only the data obtained
from the LiDAR, and therefore, it is not subject to the need
to receive external signals as it happens to other positioning
systems, such as GPS. Thanks to this, this algorithm can be
used anywhere, and regardless of whether the environment is
underground or outdoors, as long as it is an environment
with the characteristics described above. The SLAM
algorithm can be used to calculate the position of the vehicle
in those areas where the GPS signal does not arrive or is
weak. In addition, thanks to the simplifications introduced,
its computational load is much lower than conventional
SLAM algorithms, favoring its execution in real time.

The main limitation presented by the algorithm, as
indicated, is the inability to calculate the displacement and
rotation of the vehicle in those moments of time when the
algorithm does not detect a sufficient number of
characteristic elements. To solve these problems, it would be
interesting to incorporate additional positioning systems such
as INS, to compare the results with those obtained by the
SLAM technique. Another alternative consists in
incorporating other types of characteristic elements, such as,
for example, the edges of the vertical planes, the poles of the
traffic signs or the trunks of the trees.

Also, to facilitate detection, it could be interesting to
incorporate a second LiDAR sensor. Thus, objects would be
detected with a greater number of points, which would
facilitate their detection.
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Abstract—Recently, autonomous vehicles have become a reality.
Most of the research related to autonomous vehicles focuses on
the sensors attached to vehicles. However, owing to blind spots,
sensors are insufficient for avoiding accidents. Cooperative Intelli-
gent Transport Systems (CITSs) have been introduced to reduce
blind spots. These systems wirelessly communicate with other
CITS-enabled vehicles and collect road and traffic information.
There are two types of messages used in CITS: Cooperative
Awareness Messages (CAMs) and Decentralized Environmental
Notification Messages (DENMs). CAMs are used to notify the
existence of sender. Some issues are known to exist with these
messages. Several methods have been proposed to help overcome
these issues. One of these methods is Proxy CAM. In this study,
we will describe four problems of Proxy CAM and propose Grid
Proxy CAM, which builds a network of Proxy CAM devices
and forwards Proxy CAM packets. We have been developing
two methods for this system. The first is “SDN routing”, which
uses Software Defined Network (SDN) for route control. The
second is “Passive selection”, which is used to select incoming
Proxy CAM packets. Furthermore, we will discuss the advantages
and disadvantages of these methods and the future plan of this
ongoing work.

Keywords–CITS; Proxy CAM; Wide transmission; Grid Proxy
CAM; SDN.

I. INTRODUCTION

Interest in autonomous driving has increased recently.
Autonomous driving can be divided into several categories,
according to function, from Level 0 to Level 5.

• Level 0 (No Automation): the vehicle is unassisted
by Artificial Intelligence (AI). Autonomous driving is
unavailable.

• Level 1 (Driver Assistance): AI performs only one
driving operation, such as steering, acceleration, or
deceleration. Automatic braking and adaptive cruise
control are examples.

• Level 2 (Partial Automation): AI can do several
driving operations simultaneously. Drivers must keep
control and monitor the AI’s decisions. In Japan, a
system called “Pro Pilot” [1] by Nissan accelerates,
decelerates, and steers to maintain the inter-vehicular
distance and keep to the center of the road by detecting
the vehicle in front and road lines.

• Level 3 (Conditional Automation): AI performs every
operation of driving. However, if there is an emer-
gency, the AI notifies the driver who takes over.
Additionally, there are limitations to the driving en-
vironment, such as only highways.

• Level 4 (High Automation): AI does every operation
of driving, even during an emergency. However, there
is a limitation of the environment.

• Level 5 (Full Automation): AI does every operation
in all circumstances. The driver does not need to keep
watch. All passengers are free from driving.

For now, Levels 1 and 2 are commercialized, and Levels 3 and
4 are realized only at the research level. Intelligent Transport
Systems (ITSs) manage problems related to an accident, traffic
jam, environmental pollution, and the pursuit of convenience
and comfort in road traffic. Autonomous driving is a key ITS
technology, and the main research field is now stand-alone.

ITSs use only the vehicle’s own sensors to make the next
move. However, at an intersection, there is always a blind
spot (i.e., an area the sensors cannot detect), and this often
contributes to accidents. Cooperative ITS (CITS) [2] is a
system that utilizes the communication among vehicles and
roadside units (RSU) to share road traffic information and
make blind spots smaller. Additionally, because this system
can get the information from a distance, vehicles can change
paths to avoid traffic jams, thus increasing convenience.

There are problems with designing the CITS network
among vehicles and RSUs because of the communications
protocols and the wireless technologies needed to create a real-
time control system. Vehicles move very fast. Thus, vehicle
information has a very short life span. This causes each vehicle
to broadcast the information at a high frequency. The delay
between sending and receiving also must be very short. The
active distribution and balancing of network traffic is also
very important. IEEE 802.11p [3] is a wireless technology
for connecting vehicles, but it has a low fault tolerance and a
short range, which must be improved for CITS.

In this work, we propose Grid Proxy Cooperative Aware-
ness Message, to solve the problem of dispersing network
traffic load and to improve the low fault tolerance and short
range of IEEE 802.11p. There are two methods to realize
this system: Software Defined Network (SDN) routing and
passive selection. We describe these methods and discuss their
advantages and disadvantages in this paper. By leveraging our
previous work, Remote Proxy CAM [4], we improve the safety
of Grid Proxy CAM.

The rest of this paper is organized as follows. Section II
highlights CITS in detail, including protocol stack and two
types of messages. Section III discusses related works, such
as SDN, routing control, and Vehicular Ad-hoc Network
(VANET). Additionally, we introduce works that have at-
tempted to solve SDN’s problems. In Section IV, we describe
IEEE 802.11p ’s problems of network traffic load, low fault
tolerance, and short range. In Section V, we finally define Grid
Proxy CAM to solve the problems. Section VI concludes our
paper and presents our future studies.
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II. CITS
CITS is being designed to make road traffic more con-

venient and safer. The stand-alone system uses only the
information from the sensors attached to vehicles to assist
the driver’s operation. However, CITS also enables vehicles to
communicate with vehicles and RSUs and share information
about road traffic. With this combined information, CITS-
enabled vehicles can serve as better driving assistants and
make better decisions. There are CITS architectures designed
separately in Europe, America, and Japan. In this work, we
focus on European CITS architecture.

CITS is composed of four primary layers: application,
facility, network & transport, and access. There is also a man-
agement layer that manages the facility, network & transport,
and access layers and a security layer that is responsible for
CITS safety.

The access layer manages the wireless technologies (e.g.,
Long Term Evolution (LTE) and IEEE 802.11p [3]) and the
network & transport layer manages the route control (e.g.,
GeoNetworking [5] and Basic Transport Protocol [6]). The
facility layer summarizes and stores the information from
sensors and communication messages to make it easier to
utilize for applications, such as local dynamic mapping and
other services.

There are two types of CITS communication massages:
CAMs [7] and decentralized environmental notification mes-
sages (DENM) [8]. CAM is a message that every CITS-
enabled vehicle and pedestrian cellphone generates. It contains
highly dynamic information. With this type of message, CITS
devices recognize the senders ’location and vector. Because
of CAMs ’ time sensitivity, messages must be generated
at a high frequency, such as the recommended 1-to-10 Hz.
CAM information may affect a small range (i.e., 100 m), and
to mitigate CITS network bandwidth, messages are single-
hop broadcasted. Thus, CAM message forwarding is not
recommended. However, DENMs are messages that contain
relatively static information about events that affect road and
traffic conditions, such as construction, accidents, and weather.
There is no recommendation for the frequency of transmission.
So, CITS devices transmit DENMs according to their own
configurations. DENM is recommended to multi-hop because
the information it contains is considered to affect a wide
range. When a CITS device receives CAMs and DENMs, they
are delivered to facility layer and processed to provide the
information to the application layer.

III. RELATED WORKS

A. SDN
In legacy networks, protocols, such as Open Shortest Path

First (OSPF) and Routing Information Protocol (RIP) perform
routing control according to certain algorithms. Special route
configuration for each node must also be performed manually.
However, if there is a replacement of nodes or a change in
network topology, the configuration must be also performed
manually. They cost a lot to maintain. However, with SDNs,
a controller manages network routing. Thus, it does not need
to be configured manually. In legacy networks, route control
and data transmission is performed on the same network. In
SDN, it is done on two separate networks: a control plane and
a data plane. The control plane is composed of switches and a

server (i.e., controller). This plane is used for sending control
messages for routing and switch configuration, and for sending
“packet-in” messages to notify the existence of a packet that
does not match any routing configuration. The data plane is
composed of switches and nodes. This network is used for
transmitting and receiving data packets. In this work, we use
Open Flow [9], a technology that supports SDN.

In Open Flow, routing configurations are called flow entries
and are stored in a flow table. Flow entries are composed of
rule and action fields. The rule field includes a condition; the
switch checks if an incoming packet satisfies the condition.
The action field includes an operation; the switch performs the
operation if the packet meets the condition. The rule and action
fields can be described by layers 1∼4 of the Open Systems
Interface reference model. If the controller modifies switch
flow entries, it sends a “Flow-Mod” message to the switch.
Then, whenever the switch receives a packet, it checks the
flow table and performs the appropriate operation. If no flow
entry requirement is met, the switch drops the packet or sends
a “Packet-In” message to the controller. Then, the controller
responds with “Packet-Out.”

B. VANET
The Vehicular Ad-hoc network (VANET) is a system that

enables CITS-enabled vehicles to form an ad-hoc network
and communicate. All vehicles must perform routing control
because of the ad hoc nature. The wireless technology used
in VANET is IEEE 802.11p [3]. It is designed to enable fast-
moving nodes to communicate, and it uses a high-frequency
band (i.e., 5.9 GHz) because the distance between the nodes
changes very fast and the time during which nodes remain
within the communication range is very short; hence the speed
of data communication must be fast.

One of the problems associated with VANETs is the occu-
pancy of the communication bandwidth by periodic packets,
such as CAMs. The higher the frequency of CAM transmis-
sion, the safer the road traffic becomes. However, increasing
the frequency also increases the bandwidth occupancy due to
higher data traffic. Hence, in a urban areas where the vehicle
density is high, the transmission of CAMs exceeds the commu-
nication bandwidth and the packets that are transmitted when
certain events occur, such as DENMs cannot be transmitted.
Additionally, delay and packet loss can occur to the CAM
packets themselves.

Another problem is forwarding the packets that need to
be broadcasted and forwarded, such as DENMs. Basically, a
node that receives such a packet must forward the packet to
all nodes that are connected to the node. However, to applying
this operation to all nodes could create forwarding loops and
a large number of transmissions over a short duration. These
transmissions could occupy the communication bandwidth and
cause a long delay in the delivery of other messages. This delay
is critical to the messages that require real-time property and
this must be avoided.

For the first problem associated with VANETs, [10] con-
cluded that nodes establish more connections than needed,
making the transmission burden larger. Thus, they proposed
fair-power adjustment for vehicular environments to control
the network load of periodic packets (e.g., CAM) by setting
an upper limit to network connections (i.e., Max Beaconing
Load (MBL)). This forbids the number of connections at
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each node from exceeding the MBL. To adjust the number of
the connections, they utilized the transmit power of wireless
technologies. Their method avoided packet loss and delay.
Additionally, if multi-hop packets (e.g., DENM) arrived to the
network, they were less likely to not be broadcasted.

In [11], periodic packets constituted large data traffic
because of the unnecessarily high frequency of transmission.
Thus, the researchers proposed an adaptive beaconing rate
to adjust the frequency of the transmission according to the
surrounding situation and the node’s status. They fed vehicle
status (i.e., accident status and likelihood of causing an ac-
cident) and percentage of same-directional neighbor vehicles
(i.e., density of vehicles moving in the same direction) into
a fuzzy inference engine to calculate the precise transmission
frequency needed for the situation.

For the second problem, [12] proposed The Last One
(TLO) algorithm, which forces only the most appropriate
nodes to broadcast packets. The algorithm transmits backwards
from the sender, which is useful for mitigating an accident.
Using Global Positioning System (GPS) information and the
predefined distance of the communication range, each vehicle
decides whether it is the Last Vehicle (LV) that received the
packets from a sender. If so, it broadcasts the packets. To
describe this algorithm in detail, if a node receives multi-
hop broadcast packets, it receives the GPS information of
the sender from the packets and calculates the geographical
distance between the sender and the node. Similarly, the node
calculates the geographical distance among the surrounding
nodes. These nodes’ GPS information is delivered from their
CAMs. The communication range is common to all nodes and
never changes. Thus, the node checks if there is another node
behind the transmitting node within the communication range
of the sender. If so, the node does not broadcast the packets
for a while. If another node does not broadcast the packets and
the node does not receive the packets, it concludes it is the LV
and broadcasts the packets. Also, if the node cannot find any
node that satisfies the condition, it decides that it is the LV
and broadcasts the packets. In [13], the authors attempted to
solve this problem by using the cellular network. They divided
vehicles into two types: Gateway service Providers (GP),
which communicate via IEEE 802.11p and cellular wireless
technology; and ordinal vehicles, which communicate only via
IEEE 802.11p. The periodic packets are assumed effective in
for short range from the origin. Thus, they are broadcasted
locally via IEEE 802.11p. Multi-hop packets are assumed to
have a wider effect. Thus, when they are received by GPs, they
send the packets to the cloud server. The server gets the GPS
information of the origin from the packets and identifies the
area needing the packets to be disseminated and sends them
to GPs in that area. When the GPs receive the packets, they
rebroadcast them.

C. VANET using SDN
There are many works to solve the problem of the occu-

pancy of the communication bandwidth by massive packets.
Recently, some methods have proposed using SDN for dy-
namic route control.

In [14], vehicles joined both VANET and cellular network
and RSUs opened ad-hoc connection with vehicles. Addition-
ally, the SDN controller was connected to RSUs and cellular
base stations. The connection between SDN controller and

RSUs and the SDN controller and vehicles belongs to control
plane and the connection between RSUs and vehicles and
vehicles each other belongs to data plane. RSUs and vehicles
send information of connected RSUs and vehicles periodically
to the SDN Controller via control plane. The SDN controller
alters RSUs and vehicles’ flow entries according to this infor-
mation and when some specific nodes send requests to the SDN
controller. Also, since vehicles and the SDN controller are
connected via wireless technology, the connection can be lost.
In that case, each vehicle has a local SDN agent. This agent
performs the routing control using ordinal VANET routing
protocols (e.g., Greedy Perimeter Stateless Routing (GPSR),
Ad-hoc On-Demand Distance Vector (AODV), Destination-
Sequenced Distance Vector (DSDV), Optimized Link State
Routing (OLSR)) when the connection to SDN controller is
lost.

In [15], the authors proposed the SDN-based Geographic
Routing (SDGR) protocol for route control. The network
topology is same as in [14]. This protocol is designed to be
used when a vehicle sends messages to another vehicle. First,
the sender only knows the IP address of the target, but does
not know its geographical position. Thus, the sender sends
a request to the SDN controller. When the SDN controller
receives the request, it uses an optimal forwarding path algo-
rithm. First, the controller identifies the geographical position
of the target by using the information from periodic RSUs
and vehicles messages sent to the controller. After that, the
controller chooses the geographical path that goes through
the relatively high density of vehicles in order to not lose
the packets and to obtain the shortest path. After choosing
the path, the controller replies with the path choice called
optimal forwarding path (ofp) to the sender. When the sender
receives the ofp, it inserts it into the packets. Using the packet
forwarding algorithm and the ofp, the sender selects the next
node and transmits the packets. The next node checks the ofp
in the packets and uses packet forwarding algorithm to transmit
the packets. All nodes in the path do the same operation, and
eventually the packets reach the target. In SDGR, there are
two modes: forthright mode and junction mode. The forthright
mode is used when a vehicle is not at an intersection. When a
vehicle is in this mode, it only checks the ofp of the packets
and forwards them to the node which is on the path of the
ofp, nearest to the target, and connected to the vehicle. When
a vehicle is in junction mode, it compares its buffer occupancy
with threshold δ. If the buffer occupancy is higher than δ,
it broadcasts an Alarm message. When surrounding vehicles
receive the message, they ignore the vehicle when using packet
forwarding algorithm.

D. Proxy CAM

In CITS, a CITS enabled vehicle can detect vehicles which
transmit CAMs and can be captured by the vehicle’s sensors.
However, IEEE 802.11p is weak to obstacles and it can be
blocked by buildings easily. This creates a type of blind
spot that no vehicle can be detected by either the sensors
or CAMs, which can contribute to an accident. Additionally,
there are vehicles that are not CITS-enabled. These vehicles
need to be detectable by CITS-enabled vehicles. To solve
this problem, [16] proposed Proxy CAM system, which in-
stalls computer vision sensors at the roadside and leveraging
images captured by them. A server detects the vehicles by
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the images and makes CAMs for them and broadcasts them
from transmitters installed at the roadside using IEEE 802.11p.
In our previous work, we proposed Remote Proxy CAM
[4], which delivers CAMs over the Internet using UDP/IPv6
and LTE with standard specification (i.e., basic transportation
protocol/geonetworking and IEEE 802.11p).

IV. PROBLEM STATEMENT

In this section, we analyze the problems of Proxy CAM
system. There are four problems: short wireless range, low
fault tolerance, inefficient routing, and tradeoff between wide
transmission and traffic load. We describe them in detail below.

A. Short wireless range
In [17], the Packet Delivery Ratio (PDR) of a vehicle

traveling at 20 km/h using IEEE 802.11p with a data rate is
12 MB/s was nearly 100% when the range was to 700 m.
However, this experiment was done in the flat plains with no
buildings around and nearly no other wireless communication.
However, in urban areas, there are buildings and other wireless
communication. This environment can cause multipath prop-
agation and wave interference. Thus, in this environment, the
wireless range of IEEE 802.11p will diminish. Also, this Proxy
CAMs can be used to determine the density of intersections.
This information is very valuable to many applications, such
as navigation for avoiding traffic jams. So, Proxy CAMs need
to be provided enough early and this makes the problem of
how to make the transmission far enough.

B. Low fault tolerance
IEEE 802.11p uses a relatively high-frequency bandwidth,

5.9 GHz. And this makes it weak to obstacles. Proxy CAM sys-
tem overcomes this problem by installing transmitters around
intersections. However, if the road connected to the intersection
is curvilinear or if there is a large track, it may interrupt the
communication between the Proxy CAM device and a vehicle.
This interruption may be temporal, but for safety, it is a critical
hazard.

C. Inefficient routing
Described in short wireless range, there is an unavoidable

case that a vehicle needs far Proxy CAMs and cannot get
them because of the communication range of IEEE 802.11p.
To solve this problem, one solution is to relay the Proxy
CAM packets. The devices to relay and broadcast the packets
(i.e., transmitters) can be vehicles or RSUs. This relaying
the packets adds the problem of how to perform the routing
control. This routing control includes identifying devices for
relaying, and how far Proxy CAM packets need to be relayed.
Additionally, there are road traffic-related factors, such as
traffic volume, accident rate in the past, and time-of-day.
This routing must consider these factors and provide alternate
routing for each Proxy CAM device.

D. Trade-off between wide transmission and traffic load
Described before, it needs to lengthen the communication

range of Proxy CAMs to improve the safety. And to do this,
relaying Proxy CAM packets and transmitting from a remote
transmitter is the solution. However, for the transmitter, if the
range is too long, the number of the Proxy CAM devices
that use this transmitter increases dramatically. This means the

number of the Proxy CAM packets also increases. For wired
communication, the amount of the traffic load is small, but
for wireless communication, especially IEEE 802.11p, the bit
rate is 3∼27 MB/s and this is used for broadcasting Proxy
CAM packets to vehicles in Proxy CAM system. Thus, if the
amount of Proxy CAM packets is too high, the transmitter
cannot handle the packets and this makes packet loss and delay.

V. GRID PROXY CAM
To solve the problems in the previous chapter, we propose

Grid Proxy CAM system. This system is basically composed of
Proxy CAM device and relaying devices. In inefficient routing
problem described in the previous chapter, this problem would
be solved by relaying the packets, and devices to relay the
Proxy CAM packets can be vehicles or RSUs. In [15], they
used vehicles. Unfortunately, this method depended on vehicle
speed and density, and these factors change quickly in the real
world. The quality of safety-related services must always be
high, and the extant proposals were not suitable for relaying
Proxy CAM packets. So in this study, we use RSUs as the
relaying devices that are routers installed at each intersection
with a Proxy CAM device. For the problems of inefficient
routing and the trade-off between wide transmission and traffic
load, we have been developing two methods: SDN routing and
Passive selection.

A. SDN routing
Figure 1 shows the overview of SDN routing method.

This method uses SDN for routing, and all routers relay the
Proxy CAM packets by following their SDN flow table. Each
Proxy CAM device is composed of a Proxy CAM generator
that detects surrounding vehicles with computer vision and
generates their Proxy CAMs, and a Proxy CAM transmitter
that broadcasts Proxy CAMs using IEEE 802.11p. These
generators and transmitters are connected to each router, and
adjacent routers are also connected. Each router connected to
an SDN controller. These connection are wired, and all Proxy
CAM generators, transmitters, routers, and the SDN controller
have an IP address and communication between generators,
transmitters, and routers use UDP.

Wired Connection
(Control Plane) 

SDN Controller

Send Data Traffic
Information / Change

Flow Table

4) Proxy CAM

1) Detect

3) Proxy CAM 
(IEEE802.11p) 

Router A

Router B Router C

Proxy CAM
Device 

Flow Table
if src = router A(IP):
   send to router C;

Flow Table
 if src = PCAM Dev(IP):
    send to             
    Transmitter;
    send to router B;

2) Check Flow Table

Wired Connection
(Data Plane) 

Figure 1. Overview of Grid Proxy CAM with SDN routing.

The SDN controller changes the flow entries of each
router’s flow table periodically according to the traffic load
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of each transmitter which is connected to the router, and the
priority. This priority indicates how important Proxy CAMs
generated by the directly connected Proxy CAM generator
are to road safety. The factors for determining this priority
includes the type of the street where the Proxy CAM device is
installed (i.e., the street is the main street or not), the accident
rate in the past, whether the street is curvilinear and it is
difficult to see far, the density of vehicles, whether there is
a fast moving vehicle that can cause an accident, and whether
there is an emergency vehicle. With the traffic load and the
priority, the SDN controller changes the flow entries so that
each transmitter can broadcast as many Proxy CAM packets as
possible. However, their amount does not exceed the capacity
of the transmitter’s IEEE 802.11p limitations.

The procedure is as follows.

1) A Proxy CAM generator detects surrounding vehicles
and generates Proxy CAMs and sends to a connected
router.

2) When the router receives the packets, it checks its
SDN flow table and follows instructions. By default,
in this flow table, there is an entry that checks
if the Proxy CAM packets are from the directly
connected Proxy CAM generator, sending them to the
directly connected transmitter. Additionally, the SDN
controller can add and delete flow entries to duplicate
the packets and sends them to adjacent routers.

3) The directly connected transmitter broadcasts the
packets with IEEE 802.11p as soon as it receives the
packets.

4) The router also has the flow entries for incoming
packets from neighbor routers, used to duplicate the
packets and send to adjacent routers and the directly
connected transmitter.

During this procedure, the SDN controller always gets
necessary information from routers and periodically changes
flow entries of each router.

B. Passive selection
Figure 2 shows the overview of passive selection method.

The hardware architecture of this method is very similar to
SDN routing. There are routers and Proxy CAM generators
and Proxy CAM transmitters. Each Proxy CAM generator and
Proxy CAM transmitter is connected to a router, and the router
is connected to adjacent routers. These connections are wired
and use UDP/IP protocol. Transmitters broadcast Proxy CAM
packets using IEEE 802.11p. In this method, we assume that
communication speed of wired connections is enough high
and the data load of Proxy CAM packets does not occupy
the bandwidth. Each router has a geographical range and it
receives Proxy CAM packets from routers which are within
the range. In detail, each router has a list of other routers’
IP addresses which are within the range in advance, and the
routing is done with RIP or OSPF, which are legacy network’s
protocols. With the IP address list, each router sends Proxy
CAM packets.

When a router receives Proxy CAM packets, it duplicates
them and sends to the next routers and to a directly connected
transmitter. The transmitter checks the number of packets. If
it is less than the bandwidth of IEEE 802.11p, it broadcasts
all the packets using IEEE 802.11p. However, if the number is

4) Proxy CAM

1) Detect

3) Proxy CAM 
(IEEE802.11p) 

Router A

Router B Router C

Proxy CAM
Device 

2) Check IP list

IP list
 
Router B (IP)
Router C (IP)

Wired Connection
(Data Plane) 

Figure 2. Overview of Grid Proxy CAM with Passive selection.

more than the bandwidth, it is impossible to send all of them.
Thus, the transmitter selects the Proxy CAM and broadcasts
the selected packets. The factors for how to select the packets
would be the geographical distance to the original Proxy CAM
device, the street on which the original Proxy CAM device is
installed is the main street or not, the street is curvilinear or
not, the density of vehicles, if there is a fast-moving vehicle,
and if there is an emergency vehicle.

The procedure is as follows.

1) A Proxy CAM generator detects the surrounding
vehicles and generates Proxy CAMs and sends to a
connected router.

2) When the router receives the packets, it checks its
IP list and sends the packets to the routers listed.
The routes to them are established using the original
network protocols. Additionally, it sends the packets
to the directly connected transmitter.

3) The directly connected transmitter broadcasts the
packets using IEEE 802.11p as soon as it receives
the packets.

4) The transmitter also broadcasts the packets from other
Proxy CAM generators. However, if the data load of
the packets exceeds the capacity of IEEE 802.11p, it
selects the packets and drops the rest.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed Grid Proxy CAM system that
uses RSUs as routers. Each router is connected to Proxy
CAM generator, transmitter, and also neighboring routers. We
introduced two methods of SDN routing and passive selection
that forward Proxy CAM packets and control their load.

SDN routing makes the route control easy and dynamic.
This makes the system flexible to network and situational
changes (e.g., when a new road is built or an existing road
is extended). Additionally, all routes are defined by an SDN
controller and the controller defines only the necessary routes.
Thus, the load to not only IEEE 802.11p that transmitters
use but also every wired connection in this system should be
minimum. In addition to these points, routers and transmitters
are not given some heavy task to handle the packets. This
means their performance can be low. Thus, the price for the

58Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-643-9

VEHICULAR 2018 : The Seventh International Conference on Advances in Vehicular Systems, Technologies and Applications

                            69 / 94



system can be low. On the other hand, SDN routing is done
by an SDN controller. This routing process can still be heavy.
Thus, the controller must be high-performance. Additionally,
if a failure occurs to the controller, all routers cannot change
the routes, which may cause the system to stop.

Passive selection is a decentralized system. This means
there is no single point of failure. Thus, this system is strong.
Additionally, this method does not require complex tasks and
uses legacy network technology. Thus, it is easy to install.
On the other hand, passive selection is not as flexible as SDN
routing. It requires manual operation to change IP address lists
and the range of getting Proxy CAM. Additionally, this system
requires transmitters to select the packets. If this process takes
time, the property of real-time may be lost.

We are also considering that our previous work, Remote
Proxy CAM [4] can be combined with this Grid Proxy CAM.
The remote Proxy CAM system is composed of Proxy CAM
devices and a server. Vehicles can access the server by sending
a request with their position via LTE and can get Proxy CAM
information. When the server receives a request, it checks the
position of the source vehicle and gathers the Proxy CAM from
routers that are within a certain range from the vehicle. It then
sends them to the vehicle. In this system, vehicles use LTE
to communicate, and this wireless technology covers almost
every location in the city. Thus, theoretically, vehicles can get
all information from Proxy CAM devices in the city. With
this different characteristic, we are considering Grid Remote
Proxy CAM system that uses Grid Proxy CAM system for
collecting nearby Proxy CAMs and Remote Proxy CAM for
collecting remote Proxy CAMs. This combined system will
use both IEEE 802.11p and LTE. This means this system
disperses the network traffic load and is also strong to radio
wave interference.

For future work, we plan to propose algorithms of SDN
controller’s altering flow entries and passive selection’s select-
ing incoming packets. Additionally, we will implement this
system in a network simulator and perform experiments. With
the outcome of these experiments, we will discuss the effect
of the methods. In addition to this, we will implement the
combined Grid Remote Proxy CAM system and examine how
much this system improves safety.
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Abstract—The amount of data required by various applications
continues to increase due to improved high function terminals.
We expect that using Long Term Evolution (LTE) networks
will also grow in the future. Networks might become very
crowded depending on the places and the times at which people
congregate. To reduce network congestion, carriers are offloading
LTE network traffic to WiFi systems. Because the frequency
resources of LTE networks are limited, movements that utilize
them will increase in the future. When a mobile terminal
communicates using a communication system with a narrow
coverage area, such as WiFi, the frequency of switching the
Access Point (AP) increases compared to using Cellular Networks.
Since AP switching frequently occurs, network connections must
be made more quickly. Here, the communication disconnection
time denotes an efficient switching. Therefore, in this research,
we select an AP for connections based on position and speed,
both of which are unique to mobile terminals, and utilize the
concept of a Software Defined Network (SDN). We propose a
method that enables efficient network connections by executing
an AP procedure that is connected before the communication is
disconnected.

Keywords–vehicular communication; Wi-Fi; SDN.

I. INTRODUCTION
In recent years, communication is often done through

many mobile terminals including smartphones. Such Cellular
Networks as LTE are mainly used for these mobile units. Since
Cellular Networks are becoming congested by an increase in
the number of mobile terminals, such applications require more
data. To reduce the congestion of Cellular Networks, each
carrier is offloading its cellular network traffic to unlicensed
bands, such as WiFi systems. In fact, according to a Cisco sur-
vey, 58% of vehicular communication is offloaded traffic [1],
which is expected to continue to rise in the future. Therefore,
the importance of WiFi systems for vehicular communication
will also increase in the future. We also expect to utilize WiFi
systems in communication even in such fields as automobiles.
However, as mentioned above, when a WiFi system is used
for vehicular communication, a new problem arises: the time
during which communication cannot be performed becomes
longer than with a cellular system when the Access Point
(AP) of the WiFi system is switched for a connection with
a mobile terminal. Compared to cellular systems, existing
WiFi system have a smaller coverage area that includes just
one AP, and the APs belonging to a plurality of different
networks cooperatively lack a function for assisting the AP’s

terminal switch, for example. In other words, vehicular com-
munication using WiFi has a higher disconnection frequency
and a longer disconnection time than cellular systems. When
vehicular communication is done using a WiFi system with
a narrow AP coverage area, if such connection procedures
as authentication take too much time, the mobile terminal
leaves the coverage area before the authentication is completed.
Therefore, in this research, we shortened the disconnection
time of communication during AP switching. Among AP-
switching operations when connecting to the AP, selecting the
destination of the AP being switched and the authentication
operation occupy most of the entire switching operation. In
this research, we use the SDN (Software Defined Network)
concept [2][3] on WiFi networks to shorten these two discon-
nection times to solve the problem of using WiFi systems in
vehicular communication. The rest of the paper is organized
as follows. Section II overviews related works and problems of
conventional method. In section III, we describe the proposed
method. Simulation results are provided in Section IV, and then
Section V concludes the paper.

II. RELATED WORK

In this section, we describe the technologies that are related
to WiFi vehicular communication, as well as current research
on AP switching that occurs when using them.

A. Problems with current WiFi switching

When a mobile terminal communicates with a WiFi system,
it must switch to the next AP as it leaves the area covered by
each WiFi’s AP. To switch to an AP, it must be disconnected
from the system before it is connected to a new one. Then, a
probe request is sent to the AP, as well as an authentication
procedure.

B. Disconnection from a Connected AP

When the mobile terminal cannot receive a beacon signal
that is transmitted every 100 ms by the WiFi’s AP, it recognizes
that communication with the AP has been disconnected and
starts to scan for another AP. The allowable time when
this beacon signal cannot be received varies by vendor and
mounting method.
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C. Disconnection from a Connected AP
AP information of WiFi, passive, and active scans.

• Passive scan
The mobile terminal waits to receive a beacon signal
from the AP to obtain its information.

• Active scan
The mobile terminal transmits probe request infor-
mation to the AP. Upon receiving this it, the AP
describes its own information in the probe response
and transmits it.

In either method, when switching the AP, we must dis-
connect from the AP to which we are currently connected
and authenticate the next AP. Therefore, communication is
disconnected until the authentication processing is completed.
Another problem is that no communication can be performed
when the mobile terminal leaves the coverage area without
completing the authentication process within the coverage area.
Although several methods have achieved the same purpose
as our research, we just list two related researches. The
first strengthens the cooperation between APs [4]. In this
method, the network AP provides information on other APs,
as well as itself, and the mobile terminal recognizes them in
advance, shortening the disconnection time when this new AP
is connected. With this method, only information on the AP in
the LAN (to which it is connected) can be obtained. Therefore,
this method cannot be applied when a mobile terminal switches
APs that belong to different networks. The second method
scans the AP while communicating with the connected AP and
selects the AP’s next destination to which it will be switched
[5][6]. In this method, unfortunately, an AP, which is not yet in
the communication range of the movement destination, cannot
be considered a switching candidate because of a feature that
scans the AP within its own communication range beforehand.

III. PROPOSAL
In this section, we propose a method to improve the

efficiency of connection to the WiFi network.

A. Outline

In the proposed method, a mobile terminal selects the
destination of the AP being switched in advance and executes
the authentication procedure necessary for the connection. This
shortens the communication disconnection time that occurs at
the AP-switching time. Before communication is disconnected,
AP candidates are not scanned directly by the mobile system
but are selected based on the information obtained from the
server that holds the AP information. The following is the
general operation flow. First, the mobile terminal selects the
next AP to be connected based on its own position and speed.
Then, the mobile terminal requests the controller to perform
the authentication process necessary for the next connection.
In this way, our proposed method reduces the disconnection
time during switching.

B. Precondition
In the implementation environment of this research, we

assume that all the APs are compatible with SDN and that the
AP, which is managed by the controller and such processes as
authentication, can be performed based on instructions from
the controller.

Figure 1. Component

C. Configuration
The configuration of our proposed method is shown in

Figure 1.

• Mobile terminal (STA)
The STA performs vehicular communication and ob-
tains its own position information from GPS.

• Controller (controller)
This controller is compatible with SDN and manages
the APs in the network. When receiving an authentica-
tion request from an AP, it instructs the corresponding
AP to perform authentication.

• Access point (AP)
The AP is compatible with SDN and executes the pro-
cessing when it receives an authentication instruction
from the controller.

• Server (Server)
It holds the AP ’s location information as well as
the information of the controller that is managing
the AP. When it receives a request from the STA,
it provides information on the AP based on STA ’s
position information.

D. Operating Sequence
The operation of the proposed method is roughly divided

into two phases: pre-authentication and switching. Next, we
describe their procedures.

E. Pre-authentication Phase
The flow of the pre-authentication phase is shown in Figure

2 and Figure 3.

1) The STA gets its position information.

2) It acquires the AP information in the vicinity by the
connected AP.
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Figure 2. Acquires AP information

Figure 3. Sequence diagram of pre-authentication phase

3) From the server, it selects the next AP to be con-
nected (the AP after switching) from its position and
movement direction.

4) It requests controller authentication for the corre-
sponding AP.

5) The controller sends an authentication instruction to
the corresponding AP.

F. Switching Phase
The switching phase’s flow is shown in Figure 4 and Figure

5. As a premise, the AP always distributes beacon signals to
its surroundings.

1) The STA sends a probe request to the AP selected in
the pre-authentication phase when the beacon signal
times out the value specified by the Beacon Watchdog
Timer. In the proposed method, its value is decreased
only when the STA is fast, thereby shortening the
communication disconnection time with the AP be-
fore switching.

2) After disconnection, the AP sends a probe response.
3) When the STA receives a probe response, it makes

a connection by omitting an authentication because
such an authentication procedure as a 4-way hand-
shake (which are conventionally done) was carried

Figure 4. Switching phase

Figure 5. Sequence diagram of switching phase

out beforehand. Authentication procedures depend on
the types of implementation. In this paper, we assume
a four-way WPA2 handshake.

IV. EVALUATION AND CONSIDERATION
A. Simulator

In this research, we used NS(Network Simulator)3 [7],
which is a network simulator to evaluate our proposed method’
s performance. The algorithm of the proposed method was
implemented in the data link layer and the network layer of
the network node on NS3.

B. Assumed Use Case
We used various cases that involved vehicular communi-

cation. We assumed a car as a mobile terminal. Several usage
scenarios are conceivable even for automobile usage, and they
are roughly classified into the following two types:

• On the highway
When used on a highway, the moving speed is fast,
and the vehicle density is generally low.

• On general roads
When used on an ordinary road, the moving speed is
slow, and the car density is higher than when used on
a highway.

Based on the above items, we made the following assump-
tions. One is using a cellular network when communicating
on a highway with low vehicle density. Second, we used the
proposed method when communicating on an ordinary road
with a relatively high vehicle density.
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Figure 6. WPA2 key message exchange

C. Evaluation Environment
The evaluation environment is shown in Table I. Since NS3

does not have a default WiFi switching handoff function, we
applied the ns3-wifi-infra-handoff patch and implemented the
WiFi handoff function on NS3. We assume WPA2, which is
currently the most secure authentication method, and exchange
key messages among the procedures beforehand in the pre-
authentication phase (Figure 6).

TABLE I. EVALUATION ENVIRONMENT

OS Ubuntu 14.04
CPU Intel core i7

Memory 8GB
Simulator NS 3.22

Propagation delay model ConstantSpeedPropagationDelayModel
Propagation loss model LogDistancePropagationLossModel
Authentication method WPA2

D. Evaluation Method
We modified the data link layer in the network node on

NS 3 and virtually implemented our proposed method. The
evaluation topology resembles that shown in Figure 7. The
mobile terminal, which switches among a plurality of APs
while moving. We measured it based on the disconnection time
with the server that is communicating during the movement.
The mobile terminal ’s speed is a constant 36 km/h, and the
distance between each AP is 150 m. The disconnection time
is the average of the time during which communication with
the server (caused by one AP switching) cannot be performed.
To measure the effect of each pre-authentication phase and
switching phase, which are the two phases of the proposed
method, we compared the results obtained by setting two
different parameters.

1) Evaluation of Pre-authentication Phase: As described
above, the evaluation criterion is the communication discon-
nection time during AP switching. We compared the evaluation
results in the following two parameter settings.

• Conventional method

Figure 7. Evaluation topology

In the conventional WiFi connection method, the Bea-
con Watchdog Timer uses the default value.

• Proposed method (only pre-authentication section im-
plemented)
The pre-authentication shown in the proposed method
is done before switching, but the Beacon Watchdog
Timer uses the default value. Only pre-authentication
phase is implemented.

With these two comparisons, we measured the changes
in the communication disconnection time due to the pre-
authentication and its effect.

2) Evaluation of Switching Phase: The evaluation criteria
are the same as the above pre-authentication phase, but we
changed the parameters that were compared as follows and
evaluated the switching phase:

• Proposed method (only pre-authentication section im-
plemented)
In the parameter settings, which were also used in
the evaluation of the pre-authentication phase, we
only implemented the pre-authentication part, and the
Beacon Watchdog Timer uses the default value.

• Proposed method
Evaluation when both of the two phases mentioned in
the part of the proposed method are implemented.

We evaluated both above phases that were implemented
with lowered disconnection times and measured the Beacon
Watchdog Timer value and the switching phase effect. The
topology in the actual simulator is shown in Figure 7. Apart
from the elements described in the proposed section, we
added terminals that have already been connected and are
communicating with AP2. By adding this element, we created
a more realistic environment and measured the changes in
communication disconnection time by changing the numbers
of this element.

E. Evaluation Result
Figure 8 shows the evaluation result of the pre-

authentication phase, which is the transition of the discon-
nection time of the proposed and conventional methods. The
x axis represents the number of terminals that are already
connected, and the y axis represents the disconnection time.
Both the conventional and proposed methods show that the dis-
connection time increases as the number of already connected
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Figure 8. Evaluation result of pre-authentication phase

Figure 9. Evaluation result of switching phase

terminals increases. The increase in these disconnection times
is probably affected by CSMA/CA, which was used in the
WiFi system. Both methods show that the disconnection time
increases in proportion to the increase of the number of already
connected terminals, but the increase in the disconnection time
of the proposed method is more gradual than the proposed
method. Figure 9 shows the evaluation result of the switching
phase. The number of already connected terminals is nine. In
this case, STA had the longest cutting time when evaluating
the pre-authentication phase. We compared the communication
disconnection time when the Beacon Watchdog Timer value
has a default value of 11 and the shortened value is 5. In this
experiment, the AP transmits a beacon signal at a cycle of 100
ms, and the Beacon Watchdog Timer times out when it cannot
receive a specified number of beacons.

F. Consideration of Evaluation Result of Pre-authentication
Phase

As seen in Figure 8, which is the evaluation result of the
pre-authentication phase, the disconnection time increases in
both the conventional and proposed methods as the number
of already connected terminals increases. However, when the
number of already connected terminals is two or more, the
communication disconnection time of the proposed method is
lower than the conventional method. This is probably due to the
reduction of the procedure that is done at the connection time
by carrying out the necessary authentication procedure. In ad-
dition, as the number of already connected terminals increases,
the difference in the disconnection time between the proposed
and conventional methods increases. This result shows that
the maximum bottleneck in the authentication process is the

Figure 10. Distance required for authentication

waiting time of the CSMA/CA that is generated when the
authentication frame is transmitted. When the number of
already connected terminals increases, their communication
might collide with each other, so CSMA/CA’s back-off time
increases. Since CSMA/CA collisions depend on timing, the
evaluation result varies. As an example, the disconnection
time with five terminals already connected is shorter than the
disconnection time when the number of already connected
terminals is four in the proposed method.

G. Consideration of Evaluation Result of Switching Phase
As seen from Figure 9, which is the evaluation result of

the switching phase, the communication disconnection time
can be shortened by reducing the Beacon Watchdog Timer
value. This result is influenced by quickly disconnecting the
connection with the AP that became unable to communicate
and switching to the next AP. When carrying out vehicular
communication, if the mobile system intends to maintain the
AP connection for a long time and if the AP is actually already
out of communicable range, it may lengthen the disconnection
time. Our proposed method prevented this by lowering the
Beacon Watchdog Timer value. However, decisive overhead
exists in a technique that shortens this Beacon Watchdog
Timer. If the radio waves temporarily deteriorate when the
terminal is not moving, a mistaken disconnection will occur. In
this research, we reduced this overhead by only shortening the
Beacon Watchdog Timer when the mobile system has enough
speed for this overhead.

H. Consideration of Authentication Failure
Even in the related research section, the problem is that

authentication fails because the mobile terminal leaves the AP’
s coverage area before the authentication process is completed,
and so communication cannot be achieved. Regarding this
problem, as shown in Figure 10 from the results of the pre-
authentication and switching phases, the following idea can
be addressed. Since the conventional method requires a max-
imum of 6.43 s for authentication, communication cannot be
performed by exiting the coverage area before authentication
is done in a general public WiFi coverage area of 50 m;
authentication is completed while the proposed method can
achieve a maximum of 2.15 s. That is, authentication has
been completed within the coverage area and communication
is achieved.
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I. Timing of Switching
This time the connected terminal spontaneously determined

the switching timing led by the Beacon Watchdog Timer.
However, even in such a cellular network as an LTE, the
communication base station determines the time of the terminal
switching. By introducing this method to our proposed method,
the superiority of the controller’s centralized management by
SDN may be improved.

V. CONCLUSION
In recent years, research movements to use WiFi systems

for vehicular communication have been growing, and offload-
ing traffic to the WiFi systems in mobile traffic will increase in
the future. However, when using a WiFi system for vehicular
communication, several problems arise. In this research, for
the problem of mobile terminal communication that uses
WiFi systems, we examined the communication disconnection
time that occurs when APs are switched. We solved this
problem by switching APs based on the location speed of
the mobile terminal. Our proposed method is roughly divided
into two phases. First, in the preliminary authentication phase,
we performed the necessary authentication processing before
establishing a connection with SDN technology. The second
phase shortened the Beacon Watchdog Timer in the switching
phase and switched the AP. Based on the evaluation results of
both phases, we shortened the communication disconnection
time by making switching more efficient. We also solved
erroneous disconnections, which are the overhead considered
in the switching phase, based on the mobile terminal’s speed.
Communication can be achieved using the proposed method
even for APs that leave the coverage area before authentication
is completed by a conventional method.
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Abstract—The research and development of automated driving
are recently thriving, and a mechanism continues to progress
through which the car itself assumes the role of the driver.
However, when automated driving only uses information that is
collected by onboard sensors, no information on vehicles in the
intersecting lanes can be obtained from intersections where the
visibility is often bad and suffers from large potential blind spots.
This situation increases the risk of collisions. Since no information
can be obtained on blind spots until entering the intersection,
the vehicle must temporarily slow down to confirm the safety
of the situation. To improve safety and efficiency, information
must be obtained for each vehicle and communicated with the
surrounding vehicles. In this research, we examine safety and
efficiency by comparing cases of automated vehicles with and
without communication when entering an intersection with poor
visibility. We evaluated with a simulator and identified safety and
efficiency effects when an automated vehicle uses communication
at an intersection that features poor visibility.

Keywords–cooperative automated driving; V2V communication;
traffic flow.

I. INTRODUCTION
The research and development of automated driving have

increased in recent years. A camera, laser radar, and milliwave
radar are mounted on an autonomous automated vehicle for
collecting peripheral information. Then the vehicle’s operation
is controlled using the surrounding environment information.
However, such in-vehicle sensors have drawbacks because
detection is impossible outside the range of the viewing angles,
and so avoiding collisions is difficult at intersections that suffer
from poor visibility.

With Vehicle-to-Vehicle (V2V) communication, blind spot
information can be acquired that the vehicle cannot see
directly. To operate safely using this information, research
on cooperative automated driving is being conducted. The
recognition rate near 300 m increases by sharing the host
vehicle’s information and the sensor information using V2V
communication instead of automated driving that relies solely
on sensor information [1].

The level of automated driving techniques has already
been defined by Society of Automotive Engineers (SAE)
international. Level 2 vehicles, in which the automated vehicle
partially controls the vehicle ’s operation, are beginning to

appear on the market. For example, when a vehicle predicts
an accident, it automatically brakes. This is not completely
automated driving; it just illustrates the scope of driving
support. In this research, we evaluate automated vehicles that
can operate such vehicles whose popularity is expected to
increase in the future. In this research, we determine the
safety criterion for passing through intersections when using
communication and compare cases with and without sharing
the surrounding information of a vehicle. Based on our results,
we evaluate the influence of shared communication on traffic
efficiency and safety when passing through an intersection that
suffers from poor visibility.

The remainder of this paper is structured as follows.
Section II details of problems at intersections with blind spots.
Section III details of the calculation method when vehicles pass
through the intersection. Section IV details the evaluation of
the proposal. Section V details the consideration obtained from
the evaluation results. Section VI details the conclusion.

II. PROBLEMS AT INTERSECTIONS WITH BLIND
SPOTS

Accidents at intersections with poor visibility are a prob-
lem. According to official police statistics of traffic accident
occurrences, urban intersections are the most common place
for such accidents [2]. The number of accidents occurring
at Japanese urban intersections in 2016 is 208,404. Since
the number of accidents occurring at non-urban intersections
is 46,952, there are many accidents at urban intersections.
As shown in Figure 1, at intersections with poor visibility,
the blind spots are large. At such intersections, since the
probability of crossing collisions is high, drivers must pause
before entering intersections and pass through them only
after confirming that they are safe. This action is necessary
regardless of the presence or absence of a vehicle in the
intersecting lane. If there is no vehicle in the intersecting lane,
the time required to confirm safety becomes wasted as the
vehicle passes through the intersection. These situations and
decisions are identical for automated vehicles.
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Figure 1. Intersection blind spot

III. PROPOSAL

A. Outline

Whether vehicles passing through intersections will collide
with vehicles traveling from intersecting lanes must be verified.
When no communication is used and the vehicle enters an
intersection without traffic lights, it pauses before entering
it and checks whether it might collide with a vehicle in the
intersecting lane. If no collision is imminent, it passes through
the intersection. At an intersection with traffic lights, vehicles
run based on the signals. In this research, we evaluate passing
through intersections based on the premise that accurate posi-
tion information and speed information can be acquired using
V2V communication.

B. Precondition

We set the following preconditions:

1) Automated vehicles can communicate with each
other.

2) Communication loss is ignored.
3) Position information error is ignored.
4) Communication is shared every 0.1 seconds.
5) The crossing lanes are blind spots and invisible.

C. TTC

As a criterion for passing through an intersection, we
use Time-To-Collision (TTC) [3]. As shown in Figure 2, the
position and speed of the following and preceding vehicles are
defined as xf , vf , xp, and vp. If TTC is defined as tc, it can
be expressed by (1):

tc = −xf − xp

vf − xp
(1)
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$" $#

Following Vehicle Preceding Vehicle

Figure 2. TTC Value

!"#$%&"'(

!"

!#

!$

%&

'$

'#

%(

!"#$%&"')

Figure 3. Value at intersection

D. TTC in This Research

However, since TTC is an index for vehicles in the same
lane, the formula must be converted into a calculation between
vehicles on crossing lanes. Each value at the intersection is
shown in Figure 3. Here, a vehicle on a non-priority road is
defined as vehicle 1, and a vehicle on a priority road is defined
as vehicle 2. We also define the distance to the center of the
intersection as x1 and x2, the speed as v1 and v2, the length
of the vehicle as lv , and the length within the intersection as
lw.

First, we calculate the time until vehicle 1 reaches the
intersection’s entrances. If this time is assumed to be t1, it can
be obtained by (2). The distance to the intersection’s entrance
can be obtained by subtracting half of the intersection’s width
from its center distance:

t1 =
x1 − lw

2

v1
(2)

Next, we calculated the time it takes for vehicle 1 to
completely pass through the intersection. If this time is defined
as t2, it can be obtained by (3), and t2 is the time obtained
by adding t1 to the time required for vehicle 1 to travel the
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total distance of the width of the roadway and the length of
the vehicle:

t2 = t1 +
lw − lv

v1
(3)

Next, we calculate the position of vehicle 2 of time t1
and t2. Here the position during each time lapse is defined as
x2,1, x2,2, obtained by (4) and (5):

x2,1 = x2 + v2t1 (4)

x2,2 = x2 + v2t2 (5)

The TTC value that is allowed when crossing an intersec-
tion is defined as tttc, which determines whether the position
of vehicle 2 is dangerous when vehicle 1 passes through the
intersection. xi is the center position of the intersection. When
either (6) or (7) is satisfied, it is dangerous for vehicle 1 to
pass through the intersection, and passage is denied:

xi −
lw
2

− v2tttc ≤ x2,1 ≤ xi +
lw
2

+ v2tttc + lv (6)

xi −
lw
2

− v2tttc ≤ x2,2 ≤ xi +
lw
2

+ v2tttc + lv (7)

Vehicles that are not allowed to cross the intersection will
be stopped before they enter it.

IV. EVALUATION

A. Simulator

Our evaluation uses Vissim [4], a microscopic multi-modal
traffic flow simulation software package developed by Planung
Transport Verkehr (PTV) AG in Karlsruhe, Germany, that can
extract such problems as congestion and the influence of road
construction. It can also visually confirm a set simulation with
3D graphics.

Vissim also supports the Component Object Model (COM)
interface through which it can communicate with external
applications and scripts. Using this function, we can set input
data to Vissim and obtain output data from it. In this research,
we collected vehicle information from Vissim using Python 2
and calculated TTC.

B. When Only a Straight Traveling Vehicle is being Operated

In this section, we evaluate the case where the vehicle does
not make a left or a right turn and only moves forward toward
an intersection.
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Figure 4. Traffic light setting

1) Evaluation method: According to technical government
guidelines [5], the criterion for braking in automated braking
systems is a TTC of 1.4 seconds or less for passenger cars.
Therefore, we set the TTC value of this intersection’s passing
criterion to 1.4 seconds and calculated the intersection passing
determination from the timing when the vehicle enters within
around 100 m of the intersection.

Table I details the setting. The intersection has one lane
on each side. One of the lanes in it is the priority road, and
the vehicle on the non-priority road determines the passing
through the intersection based on the TTC. The speed limit is
50 km/h.

We simulated two other models to measure the effect of
passing through the intersection using V2V communication.

The first model does not communicate. The vehicle on
the non-priority road side pauses for 0.5 seconds to confirm
the intersection ’s safety before entering it. If it is safe,
then it passes through the intersection. The safety criterion
is judged by whether the vehicle from the priority road side is
approaching within 100 m from the intersection.

In the second model, the vehicle does not communicate and
advances based on the intersection ’s traffic light. The traffic
light ’s cycle is shown in Figure 4. One cycle is set to 120
seconds: 2 minutes for the signal ’s total time, 1 seconds for
red, 56 seconds for green, and 3 seconds for yellow.

The third model measures a vehicle ’s travel time on a
1000-m non-priority road that includes an intersection. Travel
time refers to the time spent driving on a specified section.

2) Evaluation results: We conducted three different types
of evaluations and measured the travel times of the three
models in the above intersection.

In the first evaluation, when the number of vehicles in
each lane was set to 500 vehicles/hour, we measured the travel

TABLE I. SIMULATION PARAMETERS

Simulator Vissim 9.00-09
Number of vehicles in one lane per hour 100～700 vehicles per hour
Measurement time 10 minutes
Measurement section 1000 m
Road width 　 7 m
Center position of intersection 500 m position
Speed limit 50 km/h
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Figure 5. Travel time by model
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Figure 6. Travel time by number of vehicles

time required for a vehicle to travel 1000 meters on the non-
priority road side. As described above, 1.4 seconds is the safety
criterion used by TTC for calculating safe passage through
the intersection using communication (Figure 5). The traveling
time was short in the following order: the model using the
proposed method using communication, the model using the
traffic light, and the model based on the determination of safety
by pausing.

In the second evaluation, the number of vehicles per hour
in each lane was increased in increments of 100. The result
is shown in Figure 6. The travel time when controlled by
signals did not significantly affect the travel time in the number
of vehicles in the measured range. However, in the models
that did not use both communication and traffic signals, the
traveling time increased as the number of vehicles increased.
When using communication, the travel time did not change
greatly from 100 vehicles per hour to 600 vehicles per hour.
But if the number of vehicles per hour increased to 700, the
travel time increased significantly.

For the third evaluation, we measured the travel time every
0.2 seconds from 1.4 to 2.0 seconds for the TTC seconds
used for judging passage through the intersection using V2V
communication. For passenger vehicles and larger vehicles,
the distance from braking to actually stopping is different.
In the case of larger vehicles, operating the automated brake
system is desirable when the TTC is 1.6 seconds or less [6].
Therefore, we measured the travel time by changing the TTC
value (Figure 7). The higher the TTC value is, the higher is
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Figure 8. Shape of T-junction

the travel time value.

C. At a T-junction

In this subsection, we evaluated when a vehicle on a non-
priority road makes a left or a right turn at a T-junction. As
a precondition, the vehicles on the priority road side must go
straight ahead. Vehicles are driven on the left‐hand side of
the road.

1) Evaluation method: The T-junction ’s shape is shown
in Figure 8. We can judge whether a left turn is possible by
checking the safety of one lane when turning left. However,
when turning right, the safety of both lanes must be checked,
and the conditions for passing through the intersection become
stricter than when turning left.

For the evaluation, we compared the proposed method ’s
model, a model that paused at the intersection, and a model
that obeyed the traffic light. Pause and signal period settings
were evaluated with settings that resemble those in the previous
section. The simulation settings are shown in Table II. We
established an intersection 500 m from the point of the vehicle
and measured the travel time when the vehicle on the non-
priority road that makes a left or a right turn travels 1000 m.
Here the vehicle traveling on the non-priority road chooses left
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or right turns with a 50 % probability. Then we measured the
travel time by the traveling direction.

2) Evaluation result: The evaluation result is shown in
Figure 9. The time to travel 1000 m for left turns is 79.1
seconds and the travel time for right turns is 86.8 seconds.
This result suggests that the safety criterion is more severe
and the travel time is longer when turning right than left.

D. At a Crossroad

Next, we evaluate when the vehicle on the non-priority road
side makes a left or a right turn or continues straight ahead
and travels on the crossroad. As a precondition, the vehicles
on the priority road side should go straight ahead. Vehicles are
again driven on the left‐hand side of the road.

TABLE II. SIMULATION PARAMETERS FOR T-JUNCTION AND
CROSSROAD

Number of vehicles in one lane per hour 300 vehicles per hour
Measurement time 10 minutes
Measurement section 1000 m
Road width 　 7 m
Center position of intersection 500 m position
Speed limit 50 km/h
TTC value of intersection passing criterion 1.4 seconds
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Figure 11. Travel time of crossroad

1) Evaluation method: The shape of the crossroads is
shown in Figure 10. It is necessary to check the safety of one
lane when turning left, two lanes when going straight, and three
lanes when turning right. Thus, the safety criterion depends
on the traveling direction, and the criteria become stricter
in the order of left turn, straight run, and right turn. When
turning right, the traveling direction of the oncoming vehicle
must be confirmed. However, when right-turn vehicles face
each other, no collision occurs in the intersection. Therefore,
in addition to the vehicle ’s speed and position information,
information of the traveling direction must be shared. Unlike
the other evaluations, the condition is set to share information
of traveling directions.

For our evaluation, we compared the following models:
our proposed method, one that paused before entering the
intersection, and one with traffic lights. The pause settings
and the signal period settings are evaluated with settings that
resemble those used in the previous section. We established an
intersection 500 m from the vehicle and measured the travel
time at 1000 m. We assume that a vehicle on the non-priority
road side is selected with a probability of 70 % for straight
ahead, 20 % for a left turn, 10 % for a right turn, and measured
the travel time for each traveling direction.

2) Evaluation result: The evaluation result is shown in
Figure 11. The traveling time increased as the number of
lanes whose safety must be confirmed also increased in the
crossroad.

V. CONSIDERATION
A. When Only a Straight Traveling Vehicle is being Operated

From Figure 5, using V2V communication at an inter-
section where only straight-ahead vehicles run reduces the
travel time. Traffic efficiency is defined as the time to reach
a destination. With V2V communication, travel time was
reduced and efficiency was improved. TTC calculation verified
the collision delay time with the vehicle in the lane that
intersects when passing through the intersection and improved
safety more than without communication.

From Figure 6, the travel time of the models using V2V
communication is the shortest when the number of vehicles
per hour ranged from 100 to 600. However, the travel time
is longer than in the model with traffic signals if the number
of generated vehicles increased to 700. A vehicle on a non-
priority road cannot cross the intersection because it runs
on the priority road without interruption. If a certain traffic
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volume is exceeded, negotiation is required at the intersection.
For example, one method is to yield at an intersection to a
vehicle that has stopped for a certain period before entering
an intersection.

According to the result in Figure 7, the travel time also
increases as the TTC value is increased. Although the risk of
collisions is reduced by widening the distance (that remains
safe) between vehicles, the travel time’s efficiency is degraded.
Therefore, safety and efficiency have a trade-off relationship.
The TTC needs to set a value that maximizes the efficiency
by ensuring a minimum level of safety.

B. For a T-junction

Considering the left or right turn of a vehicle on a non-
priority road, the travel time at a T-junction is shown in Figure
9. The traveling time for a right turn is about seven seconds
longer than for a left turn. The average travel time of left or
right turns is 83.0 seconds. The vehicle ’s average speed in
the 1000-m section is about 43.4 km/h, which is relatively
fast since the speed limit is 50 km/h. Our proposed method is
effective for traffic efficiency at T-junctions.

C. In Case of Crossroad

Figure 11 shows that the traveling times increase as the
number of lanes whose safety must be confirmed increases.
The average travel time of the proposed method is 84.1
seconds, meaning that the average speed of a vehicle in the
1000-m section is about 42.8 km/h. Since the speed limit is
50 km/h, this level is fast. In addition, the model ’s travel
time using traffic signals is 93.1 seconds, and model’s travel
time that pauses is 96.9 seconds. Since the travel time of the
proposed method is the shortest, it is effective for the traffic
efficiency of crossroads.

VI. CONCLUSION

In recent years, research on automated driving has been
increasing. The information that can be obtained by an auto-
mated vehicle as a single unit is limited, and it is impossible
to collect information on blind spots when viewed from the
vehicle. We must supplement the missing information by
sharing information with various objects. We verified the safety
and efficiency when using cooperative automated vehicles at an
intersection where the outlook is bad and blind spots are large.
With communication, the speed and position information of
vehicles around the intersection are acquired to judge whether
safe passage is possible.

Evaluation results showed that efficiency and safety were
improved more than the case of confirming the safety of
passing through the intersection without communication when
it confirms safe passage.
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Abstract—As the penetration rate of smartphones and tablet-type
devices increases, various services using such location information
are being used. In navigation applications, we can check our
current location and how to get to a destination. Even if we are in
a relatively new area, we can go anywhere using a navigation ap-
plication. Other systems prevent traffic accidents by exchanging
position information using vehicle-to-pedestrian communication.
In these services and systems, especially for preventing accidents,
accurate position information is critical. Currently, the Global
Positioning System (GPS) is most frequently used as a positioning
method to acquire position information outdoors, but its signals
are influenced by the surrounding buildings in urban areas,
reducing positioning accuracy. Therefore, in this paper, we
propose a position estimation method using the Received Signal
Strength Indication (RSSI) of vehicles and beacons for high and
stable positioning accuracy outdoors. We applied a Kalman filter
to RSSI and dynamically calculated the path loss index using
vehicle-to-vehicle communication. We compared the positioning
accuracy of our method and conventional methods by simulations
and showed our method’s superiority.

Keywords–position estimation; vehicle-to-vehicle communica-
tion; RSSI; path loss index.

I. INTRODUCTION
As the penetration rate of smartphones and tablet-type

devices continues to increase, various services using their
location information are being used. For example, we can
check our current location on a map, look up a route from
it to a destination, and get surrounding shop information and
coupons. However, if the positioning error is too large, we
might get lost or fail to get the information we want. In
recent years, Intelligent Transportation Systems (ITS) have
also been investigated that improve traffic safety, efficiency
and driving comfort. For example, through vehicle-to-vehicle
and vehicle-to-pedestrian communication, related work makes
efforts to prevent vehicles from colliding with vehicles and
pedestrians through exchange of information such as position
and speed [1][2]. Since the large positioning error might lead
to accidents, we need accurate position information of every
involved pedestrians and vehicle to reduce traffic accidents
and maintain safety. Among positioning systems that acquire
position information which is important in such services and
systems, Global Positioning System (GPS) is most frequently
used. Its positioning accuracy ranges from several meters to

several tens of meters. But in urban areas that are littered
with high-rise buildings, GPS signals are blocked by buildings
and influenced by multipaths, further increasing the positioning
error [3]. Since GPS accuracy is affected by the surrounding
environment, achieving stable positioning is difficult.

In this research, we focus on a pedestrian whose position-
ing error is often larger compared to vehicles. We propose
a method that uses vehicles to improve the outdoor posi-
tioning accuracy of pedestrians, since both vehicle-to-vehicle
and vehicle-to-pedestrian communication will become more
widespread due to ITS development. The rest of this paper
is organized as follows. In Section II, we show conventional
position estimation methods and their problems. In Section III,
the proposed method is described. Simulation and evaluation
results are presented in Section IV. Finally, Section V gives
the conclusion.

II. CONVENTIONAL POSITION ESTIMATION
METHOD AND PROBLEMS

A. GPS
In a GPS, which is the most widely used positioning

method. A device receives signals with time information trans-
mitted from multiple GPS satellites and estimates a position
using pseudo distances obtained from the differences between
transmission and reception times. In line-of-sight places and
areas without high buildings around the target, since it can
receive signals from many GPS satellites, GPS can estimate a
position with error within a few meters. In non-line-of-sight
places and urban areas with many high-rise buildings, GPS
signals are influenced by shielding, reflection, and diffraction
by obstacles. Sometimes positioning error becomes several
meters to several tens of meters.

B. RSSI-based position estimation
The positions of smartphones and tablet-type devices can

be estimated by RSSI when receiving radio waves transmitted
from such beacons as Bluetooth Low Energy (BLE) or WiFi
[4][5]. As shown in Figure 1, when the target acquires the RSSI
of Beacons 1 to 4, first, we calculate the distance between the
target and each beacon from the RSSI and find the target’s
position by triangulation using the distance and the position
of each beacon. We can calculate the distance from the RSSI
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Figure 1. RSSI-based positioning

by a property through which RSSI is attenuated as the distance
increases. In general, we can model RSSI’s attenuation (as in
(1)) to find the distance between the target and each node:

P (d) = A− 10n log10 d. (1)

Here, P (d) is the RSSI [dBm] at position d [m] away from
the transmission source, A is the RSSI [dBm] 1m from the
transmission source, and n is the path loss index. The path
loss index is a value that represents the degree of attenuation
of the radio waves based on the distance, and in the free space,
n = 2. Here, RSSI attenuates in proportion to the square of
the distance.

C. Problems when using RSSI
For an accurate position estimation using RSSI, the dis-

tance to each node must be accurately measured. However,
since it is sometimes impossible to obtain the ideal RSSI in
an actual environment, the distance calculated from the RSSI
includes error. There are several causes for the error increase.
One is that the path loss index is constantly changing due to
the surrounding environment of the radio wave propagation.
Another is that RSSI fluctuates. Although n in (1) is theoreti-
cally a constant value, it should be set dynamically because it
is always changing, too. Also, RSSI does not always become a
constant value even if the distance between the sender and the
receiver is invariant. It varies with time due to the following
factors:

• Fading

Fading, which is the RSSI fluctuation received by wireless
communication, occurs during communication while moving
by such mobile communication as mobile devices. In environ-
ments with many scattered materials, the radio waves trans-
mitted from the sender are reflected, diffracted, and scattered

Building

Pedestrian’s device

Beacon

Figure 2. Outline

by buildings and moving objects, causing them to arrive at
the receiver with a time difference. Interference of these radio
waves also causes fading.

• Shadowing

This RSSI fluctuation, which occurs when a shielding object
exists between a sender and a receiver, follows a lognormal
distribution.

• Co-channel interference

This RSSI fluctuation occurs when a device using the same
frequency band operates in the vicinity.

For accurate estimation of distance, it is necessary to reduce
the influence of RSSI fluctuation and to use the dynamic path
loss index.

III. PROPOSAL
A. Outline

In urban areas, positioning error might increase when GPS
signals are blocked by buildings and influenced by multipaths.
In this research, we propose a method to improve the po-
sitioning accuracy of outdoor pedestrians and outline it in
Figure 2. We estimate a pedestrian’s position using the RSSIs
of vehicles and beacons on the road side. When we assume
that the vehicle regularly transmits its own information to its
surroundings, pedestrians can receive radio waves of vehicles
in addition to beacons, allowing them to also use RSSIs from
their vehicles to estimate their positions. However, the RSSIs
of beacons and vehicles suffer from the problems shown in
Section II-C. To solve them, we apply filtering to RSSIs and
dynamically calculate the path loss index using vehicle-to-
vehicle communication.

B. Presuppositions
1) All of the vehicle position information is accurate.
2) The pedestrian’s device can receive 700-MHz band

radio waves.
3) The vehicle regularly transmits its own information

to the surroundings.
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TABLE I. PARAMETERS FOR VEHICLES

Pedestrian state P̂ (0) Q R
Stationary 1000 4.44 25.44
Moving 1000 5.37 27

TABLE II. PARAMETERS FOR BEACONS

Pedestrian state P̂ (0) Q R
Stationary 1000 0.00046 19.0454
Moving 1000 5.41 13.3

C. RSSI filteration with Kalman filter
We used a Kalman filter as a filtering method to reduce

the influence of fading, among variation factors mentioned in
Section II-C. We applied it to the RSSI received by pedestrians
from both the beacon and the vehicle, and did filtering using
the following formulas. In the Kalman filter in the prediction
step, we obtained RSSI’s prior state estimate at the current
time using the information of one time before. In the filtering
step, we modified RSSI’s prior state estimate by an observation
value to find the posteriori state estimate:

• Prediction step

x̂−(k) = x̂(k − 1) (2)
P̂−(k) = P̂ (k − 1) +Q (3)

• Filtering step

g(k) =
P̂−(k)

P̂−(k) +R
(4)

x̂(k) = x̂−(k) + g(k)(y(k)− x̂−(k)) (5)
P̂ (k) = (1− g(k))P̂−(k). (6)

Here, x̂−(k) and x̂(k) are prior and posteriori state esti-
mates. P̂−(k) and P̂ (k) are prior and posteriori error vari-
ances, Q is a system noise variance, R is a measurement
noise variance, y(k) is a measurement value, and g(k) is the
Kalman gain. In this study, we set P̂ (0), Q, and R to the values
shown in Tables I and II. We determined them by simulation
experiments in advance.

D. Calculation of dynamic path loss index

ni =
A− P (di)

10 log10 di
(7)

nk =

∑m
i=1 ni

m
(i ̸= k). (8)

When vehicle k is communicating with m neighboring
vehicles in vehicle-to-vehicle communication, the path loss
index between vehicles k and i (1 ≤ i ≤ m) can be
calculated by (7), which is obtained by transforming (1). Here,
di represents the distance [m] between vehicles k and i, and
P (di) represents RSSI [dBm] from vehicles i. We assume
that the vehicle-to-vehicle communication is within the line-of-
sight and use RSSI exceeding P (di) > −50 dBm. Then with
(8), we calculated the average value of the path loss indices
for each surrounding vehicle within a certain time and use the
result as the path loss index around vehicle k. The procedure

Vehicle ID 1

Vehicle ID 2

Vehicle ID 3

Vehicle ID 4

Pass loss index in this area

!" # !$ # !%

%

!%

!"

!$

Figure 3. Example of calculation of dynamic path loss index

for dynamically calculating the path loss is described below,
and Figure 3 describes the calculation example.

1) When a vehicle receives packets from a surrounding
vehicle, it obtains the distance to the sender using the
sender’s position and its own position.

2) The vehicle obtains the path loss index between
the sender and itself using (7) and stores the result
and the sender’s vehicle information in the vehicle
information management table.

3) At the time of transmission, the vehicle calculates
the average path loss index within the past 500ms
in the vehicle information management table by (8)
and regards the average as the path loss index around
itself.

E. Positioning algorithm
Next, we describe the algorithm that calculates the pedes-

trian’s position using RSSI acquired from the beacons and the
vehicles. If the pedestrian gets information of m (m ≥ 1)
nodes of the beacons and the vehicles, she can calculate the
distance with each node from the RSSI by (9), which is
obtained by transforming (1).

di = 10
A−Pi
10n (1 ≤ i ≤ m). (9)

The smaller an RSSI is, the larger is the variation and
the error from the theoretical values [6]. Therefore, instead
of using all the acquired RSSIs for position estimation, we set
thresholds and in advance excluded those with large error from
the theoretical value. We set the threshold and the parameters
for distance calculation (Table III).

We also selected the RSSI depending on the state of the
pedestrian and the vehicle.

• When pedestrian and vehicle are stationary
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TABLE III. THRESHOLD AND PARAMETERS

Node type Threshold A n (Path loss index)
Beacon −81dBm −61dBm 2.0
Vehicle −50dBm −10.816dBm dynamic value

When determining the distance to the beacon or the vehicle,
we used the maximum RSSI above the threshold received
within the past 1 s. This is because the maximum RSSI is less
influenced by fading than the others, and the distance error
also becomes smaller.

• When pedestrian is stationary and vehicle is moving

When obtaining the distance to the beacon, the process is the
same as when pedestrian and vehicle are stationary. When
calculating the distance to the vehicle, we use the latest RSSI
among those received after the final position’s estimation time.

• When pedestrian is moving

When calculating the distance to the beacon or the vehicle,
we use the latest RSSI among those received after the final
position estimation time.

We determined the pedestrian position using Weighted
Centroid Localization (WCL) [6]. (10) to (12) show how to
calculate the position by WCL. (xi, yi) is the position of the
i th node that corresponds to the selected RSSI, and wi is the
weight, and we obtained the weighted average of the position
of each node. The weight is the reciprocal of the distance
obtained from RSSI, and the g value is 1.5 to minimize the
positioning error in (12):

xw =

∑m
i=1 xiwi∑m
i=1 wi

(10)

yw =

∑m
i=1 yiwi∑m
i=1 wi

(11)

wi =
1

dgi
. (12)

IV. EVALUATION AND CONSIDERATION
A. Simulator

We used Scenargie as a simulator to evaluate our proposed
method’s performance. Scenargie is a network simulator devel-
oped by Space-Time Engineering (STE) [7]. By combining
expansion modules, various simulations like LTE, vehicle-
to-vehicle communication and a multi-agent simulation can
be constructed. Since communication systems and evaluation
scenarios are becoming more complicated, this ingenious
simulation greatly reduces the effort required to create them.
Examples include a GUI scenario creation, map data, the
graphical information display of a communication system, and
a radio wave propagation analysis function.

B. Evaluation Model
Since this research’s goal is improving the positioning

accuracy of pedestrians in urban areas, we did our simulation
in an evaluation environment where pedestrians are surrounded
by buildings. The simulation parameters are shown in Table
IV, and its environment is shown in Figure 4. GIS-BASED-
RANDOM-WAYPOINT in Table IV is a model where each

TABLE IV. SIMULATION PARAMETERS

Simulator Scenargie2.1
Simulation time 20 [s]
Beacon intervals 5, 10, 15, 20 [m]

Number of vehicles 0, 10, 20, 30, 40, 50, 60, 70, 80
Vehicle mobility model GIS-BASED-RANDOM-WAYPOINT

Vehicle velocity 15 ∼ 20 [m/s]
Pedestrian velocity Stationary，2 [m/s]

Beacon Vehicle
Transmission power -21 [dBm] 19.2 [dBm]

Frequency bands 2.4 [GHz] 760 [MHz]
Communication intervals 500 [ms] 100 [ms]

Propagation model TwoRayGround ITU-R P.1411
Fading model Rayleigh

Building

1
0

0
 [

m
]

100 [m]

!Beacon

Building

Building Building

3 [m]

Figure 4. Evaluation environment

vehicle randomly determines a passing point, moves along the
road, and passes through it. The ITU-R P.1411 model [8]
is a radio wave propagation scheme that considers road map
information. Since radio waves are attenuated based on the
road’s shape, this model closely resembles reality compared
with a two-ray model using direct waves and reflected waves
from the ground.

C. Evaluation items

• Comparison of positioning error with conventional
methods

Here, we label GPS as Conventional 1 and the method that only
uses beacons as Conventional 2. Proposal 1 is our proposed
method, and Proposal 2 does not adopt filtering and uses
a static path loss index. In the simulator, since we cannot
measure the GPS-positioning accuracy, we compared 15m as
GPS positioning error [3].

• Evaluation of beacon intervals

We evaluated the positioning error when the beacon interval
increases in 5-m increments from 5 to 20m. At this time, the
number of vehicles was 50.

• Evaluation of number of vehicles
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methods and proposed methods
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Figure 6. Distance error and standard deviation by pedestrian state of
Proposal 1 and Proposal 2

We evaluated the positioning error when the number of vehi-
cles increased from 0 to 80 in increments of 10. In this case,
the beacon interval was 10m.

Regarding the positioning error, when a pedestrian is
stationary, we simulated at 5-m intervals between the stars
shown in Figure 4 and calculated their average positioning
error. We also simulated in a situation where the pedestrian is
moving at a speed of 2m/s from the top stars to the triangle
in Figure 4 and calculated the average positioning error.

D. Comparison of positioning error with conventional methods
Figure 5 shows the positioning error of the pedestrian in

the conventional and proposed methods. With the proposed
method, the average positioning error decreased more for both
stationary and moving pedestrians than in Conventional 1.
Compared to Conventional 2, in Proposal 1 the positioning
error in the moving situation hardly changed, but the average
positioning error in the stationary situation was smaller. More-
over, the maximum positioning error became smaller both in
the stationary and moving situations. Compared to Proposals 1
and 2, the average positioning error in Proposal 2 was smaller
than in Proposal 1. However, the variation in the positioning
error and the maximum positioning error in both the stationary

!

"

#

$

%

&

'

(

& "! "& #!

)
*
+,
-,
*
.
,.
/
01
22
*
20
34

5

6178*.00,.-1297:0345

)1;1+-2,7.0<0+-7-,*.72=

)1;1+-2,7.0<04*9,./

Figure 7. Relationship between beacon interval and positioning error

!"#

$"%

$"#

%"%

%"#

&"%

&"#

' (' !' $' %' &' )' *' +'

,
-
./
0/
-
1
/1
2
34
55
-
53
67

8

9:7;453-<3=4>/?@4.

,4A4.05/B13C3.0B0/-1B5D

,4A4.05/B13C37-=/12

Figure 8. Relationship between number of vehicles and positioning error

and moving situations in Proposal 1 was smaller than in
Proposal 2. Proposal 1 also decreased the distance error and
the standard deviation of distance error as shown in Figure
6. Therefore, filtering RSSI and the dynamic path loss index
effectively reduced the variation of the positioning error. We
considered that the reason why Proposal 1 did not become
smaller than Proposal 2 depends on the number of vehicles
shown in Section IV-F.

E. Evaluation of beacon interval
Figure 7 shows the change in the positioning error with an

increase in the beacon intervals. We found that the smaller the
beacon interval is, the smaller is the positioning error. We also
found that the larger the beacon interval is, the smaller is the
amount of change in the positioning error.

F. Evaluation of number of vehicles
Figure 8 shows the change in positioning error with an

increase in the number of vehicles. It did not become smaller
as the number of vehicles increases, and it is the smallest when
the number of vehicles is 10 in the stationary condition and
30 in the moving condition. This result was probably caused
by using WCL for the position estimation. Because WCL
calculates the weighted average of the position of vehicles and
beacons, we can accurately estimate the position in a situation
where the target is within a rectangle consisting of vehicles
and beacons as shown in Figure 9. However, in the proposed
method, we calculated positions using all the RSSIs that exceed
the threshold in Section III-E. Therefore, since the available
vehicle information increases when the number of vehicles
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Figure 9. Ideal situation in WCL

increases, the estimated position is biased toward the vehicle
side as shown in Figure 9 and that leads to poor accuracy.

V. CONCLUSION
In recent years, efforts are made for improving pedestrian

safety through vehicle-to-vehicle and vehicle-to-pedestrian
communication. For preventing accidents, accurate position
information is critical, but GPS has low positioning accuracy
in urban areas. We proposed a position estimation method
using RSSI of beacons and vehicles to improve the pedestrian
positioning accuracy in urban areas. When estimating positions
using RSSI, the RSSI fluctuation and the static path loss
index lead to distance error. In our proposed method, we
applied a Kalman filter to reduce the RSSI fluctuation. By
calculating the path loss index using vehicle-to-vehicle com-
munication, we dynamically dealt with the surrounding radio
wave propagation environment. Filtered RSSI and the dynamic
path loss index decreased the distance error and the standard
deviation of distance error. We evaluated the positioning error
of the conventional methods and the proposed method by
simulations and determined that our proposed method reduced
the positioning error. In the future, to further improve the
positioning accuracy by WCL, based on the evaluation result
of the number of vehicles, we will consider a method that
selects appropriate RSSI for position estimation.
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Abstract—By faking vehicle information on cloud servers, an
adversary may deliberately cause traffic congestion and/or acci-
dents. Misbehavior means sending masqueraded data to cloud
servers in this paper. In our previous research, we proposed
”A Method of Detecting Camouflage Data with Mutual Position
Monitoring”. Cloud servers can detect masqueraded position data
from malicious vehicles by increasing the threshold value of our
detecting method. However, there are some problems. In this
paper, we clarify what kind of malicious behavior is targeted,
and we propose two new measures to address the false positives
problem. First, we weight for public vehicles such as police
cars, and cloud servers can trust vehicles even if they below the
threshold value. Second, we dynamically determine the threshold
value with consideration of vehicle density. Next, we evaluate the
two methods. We find that the method of weighting for each
vehicle was very effective, and the method of dynamic determi-
nation also showed good results. There is not much difference
between our previous method and weighting for each vehicle at
low threshold value, but this new one helps considerably suppress
false positives at high threshold. The advantage of the dynamic
determination model is that false positives do not depend on each
base station, because the threshold is dynamically determined.
This works more effectively in lower vehicle densities. Our results
indicated that these two countermeasures was practical against
false positives.

Keywords–vehicle security; V2X communication; misbehavior
detection.

I. INTRODUCTION
In recent years, research on autonomous driving and

vehicle-to-vehicle (V2V) communication have been conducted
in the Intelligent Transport Systems (ITS) field. In addition,
vehicles have vehicle-to-cloud (V2C) communication with
cloud servers using mobile lines. When vehicles are connected
to various targets, malicious acts have enormous impact. This
paper represents further work on our previous publication ”A
Method of Detecting Camouflage Data with Mutual Position
Monitoring” [1]. In our previous research, we proposed how to
detect malicious vehicles which sent masqueraded data of their
positions. We evaluated the detection rates and received good
results. We found that we could detect completely malicious
vehicles by increasing the threshold value of our detecting
method. However, we have some problems. We especially
considered the false positives problem in our previous research.
We thought that vehicle densities affect false positives, so
we calculated them in high vehicle densities. We cloud find
high vehicle densities help suppress false positives, but this
countermeasure is effective in only this situation. We should

address the false positives problem in low vehicle densities.
In this paper, we will reveal our research’s target at first.
Next, we will describe the operation of proposed method.
Then, we will describe improvements of previous research,
which are methods of weighting for each vehicle and dynamic
determination, and then we will describe the evaluation of
these methods.

II. THREAT ANALYSIS OF TRANSMISSION DATA

There exits previous works researching the detection of
malicious vehicles in V2X communication [2] [3], as a matter
of fact, the definition of a malicious vehicle is ambiguous. In
this section, we analyze attacks on vehicle communication and
clarify what kind of malicious vehicles are

A. Threat Analysis of Transmission Data

Table I shows the threat analysis of data transmitted to
a cloud server. These threats include eavesdropping attacks,
falsifications, and spoofing. Spoofing attacks are divided into
vehicle impersonation and data masquerade. Vehicle imper-
sonation means that attackers pretend to be other vehicles. For
example, even though one vehicle does not have any trouble, an
attacker pretends to be another vehicle and then calls the police
lying that it had an accident. An example of data masquerade is
when a vehicle’s own position information or status is masked.

Security requirements regarding these threats include con-
fidentiality, completeness, node reliability, and data reliability.
To supply confidentiality and completeness, data encryption
is proposed and can be done by a secret key or an ID base
cipher. Node reliability identifies vehicles that are pretending
to be other vehicles. The Public Key Infrastructure (PKI)
method, which is adapted by the vehicles, is one good res-
olution because certificates guarantee vehicles. Data reliability
prevents attackers from masquerading data. However, this is
not effective for all spoofing acts.

TABLE I. THREATS ANALYSIS ABOUT TRANSMISSION DATA

THREAT REQUIREMENT COUNTERMEASURE

Eavesdropping Confidentiality Encryption
Falsification Completeness Encryption

Spoofing Vehicle impersonation Node reliability PKI
Data masquerade Date reliability Target of this research
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Figure 1. PKI to adapt to vehicles
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Figure 2. Problem of settling by this research

B. Difference Between Node and Data Reliability

Node reliability means that a cloud server trusts a particular
vehicle and believes that it is not pretending to be a different
vehicle. The previous section showed that the PKI method can
be adapted by vehicles to resolve this problem. A cloud may
be able to verify the electronic certification and confirm the
transmitter’s information by the mechanism shown in Figure
1.

However, this research focuses on data masquerade, as
described in Figure 2. Since data encryption and PKI do
not confirm whether the received data are masqueraded, data
masquerade is inherently different from node reliability which
can be resolved by these methods. We will propose a method
that can handle such example, which guarantees the reliability
of the data.

III. OUR PREVIOUS RESEARCH

In this section, we will explain our previous research again.
We use vehicle-to-everything (V2X) communication and detect
masqueraded data of vehicle’s position.

A. Pre-suppositions

1) A safe channel has been secured by relationships of
mutual trust among all vehicles and cloud servers.
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Figure 3. Use example of peripheral vehicle information in V2X
communication

2) Vehicles and cloud servers have been mutually certi-
fied beforehand.

3) Relationships between cloud servers and base stations
have been built.

B. Definition of Terminology in Proposed Method

• Vehicle ID

This ID is used by vehicles in V2V communication, and this
is a different public ID for each vehicle.

• V2C Vehicle ID

This ID is used for a unique key in V2C communication. This
secret ID is not available to others. V2C Vehicle ID and Vehicle
ID is uniquely related.

• Via Base Station (Via BS) ID

This ID is used in V2C communication, and this is a different
ID for each base station.

• Peripheral Vehicle (PV) ID

This ID is a received vehicle ID from other vehicles in V2V
communication.

C. Outline

Vehicles can use V2X communication. When they send
their position information to a cloud server, they also send
other information in addition to their position. In this research,
a cloud server detects masqueraded data from transmitted data
by using the relay base station information in vehicle-to-cloud
(V2C) communication and peripheral vehicles in vehicle-to-
vehicle (V2V) communication.

Figure 3 shows the picture of misbehavior detection in
our previous research, and Figure 4 shows how to detect
masqueraded data in a cloud. A cloud receives not only
position information or VehicleID but also peripheral vehicle’s
and relay base station’s information.

79Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-643-9

VEHICULAR 2018 : The Seventh International Conference on Advances in Vehicular Systems, Technologies and Applications

                            90 / 94



��������

��	�
��������
��

�����

���
����������

����	�����
	��

�
����������
	�����

����
�����

�������
��
�

����������

�
���


�����
����
�� ����

������

����	�����
	��
�

	����
����
�!����

"����

������

������

�����	

�������� ��

�
���
����

�
���	����
����
�!�

���
	��

�����

���	
���	�	�

	��
	����
	��

#�������
	�$��

%

���	�

%

���	�

Figure 4. Misbehavior data detection procedure

D. How to Detect Misbehavior data
V2CVehicleID is used in the first step on Figure 4. Cloud

servers confirm whether received data is sent from vehicles or
not. Second, cloud servers compare Via Base Station ID (Vi-
aBSID) with received position information to confirm whether
a sending vehicle exists in relay base station’s coverage area.
When the received position information exceeds this area, we
assume that it can’t be consistent and that received information
was regarded as masqueraded data. This step helps detect
data masquerade toward other base station’s coverage area.
At the third and fourth step, cloud servers detect masqueraded
data by using peripheral vehicle IDs (PVIDs). Third, cloud
servers search vehicles corresponding to sending vehicle’s
PVID. Firth, cloud servers compare the received position
with peripheral vehicle’s position corresponding to PVID. If
the distance between two vehicle’s position exceeds V2V
communication coverage, we assume that it can’t be consistent
and that received information was regarded as masqueraded
data. This operation is performed a predetermined number of
times. In the proposed method, a predetermined number of
times means the number of PVIDs which is necessary for cloud
servers to trust. This is a so-called threshold value. By setting
this threshold, we can assure more reliable data.

E. Advantage of This Proposal
Figure 5 shows a countermeasure example of position data

masquerade. We can detect masqueraded position information
toward another base station using relay base station’s infor-
mation in V2C communication. In addition, Figure 6 shows
a countermeasure example of position data masquerade. We
assume that a malicious vehicle masquerades its own position
information. A cloud confirms PVIDs sent from a vehicle
and compares received position information with peripheral
vehicle’s positions which are relevant to PVIDs. When a
cloud finds that transmitted position information is outside
V2V communication coverage with peripheral vehicles, the
cloud determines that the received position information has
been masqueraded. However when this information does not
exceed the coverage area, the cloud trusts the received position
information. Vehicles acquire peripheral vehicle information in
V2V communication and mutually monitor them. This helps
cloud servers detect masqueraded data.
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Figure 5. Advantage of using base station information
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Figure 6. Advantage of using peripheral vehicle information

IV. DEVELOPMENT OF OUR PROPOSED METHOD

We have some problems, especially false positives. There-
fore, we propose here two new points to solve them.

1) We weight the public vehicles and trust cloud servers
more even for vehicles below the threshold.

2) We dynamically determine the threshold value with
consideration of vehicle density.

A. False Positives

We know that increasing the threshold in our method can
help detect masqueraded data. However, when we increased

TABLE II. PREVIOUS SIMULATION PARAMETER

Simulator Scenargie2.0
Vehicle number 158 [cars] (five of the send masquerade positions.)

Area 1000 [m]× 1000 [m]
Communication mode ARIB STD T109 LTE
Use frequency band 700 [Mhz] 2.5 [GHz]

Communication interval 100 [ms] 1.0 [s]
Radio spread model ITU-R P.1411 LTE-Macro

Base station ground clearance 1.5 [m]
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Figure 7. False positives by threshold value under Japanese average vehicle
density (158[cars/km2]) environment
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Figure 8. False positives comparison with urban area average vehicle density
(1128 [cars/km2]) environment

threshold values, false positive rates dramatically increased.
Therefore, we considered the false positives problem in our
previous research. Figure 7 shows false detection rates (false
positives) of our proposed method, which is based on the
average vehicle density in Japan. The method’s threshold is
the number of PVIDs, which is necessary for cloud servers
to trust. In the previous simulation environment shown in
Table II, Figure 7 shows the false positives when all 158
cars are not misbehaving. By increasing the threshold value,
false positive rates increased. By increasing the threshold
value under Japanese average vehicle density, cloud servers
erroneously detect normal communication as abnormal.

Then, the false positive rates under the average vehicle
density environment in urban city (Osaka), which has the
highest average car density in Japan, are shown in Figure 8. In
a high vehicle density area, since vehicles can acquire a lot of
peripheral vehicle information in V2V communication, even if
the threshold is increased, an increase of the false detection rate
can be suppressed. Tables III and IV show precision, recall,
and F-measure in our proposed method. Even looking at these
tables, we can make the same statement as above.

TABLE III. F-MEASURE UNDER 158[cars/km2] ENVIRONMENT

Threshold 1 2 3 4 5 6 7 8 9 10

Precision 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Recall 0.99 0.93 0.81 0.66 0.47 0.32 0.19 0.11 0.056 0.029

F-measure 0.99 0.96 0.90 0.79 0.64 0.48 0.32 0.19 0.11 0.056

TABLE IV. F-MEASURE UNDER 1128[cars/km2] ENVIRONMENT

Threshold 1 2 3 4 5 6 7 8 9 10

Precision 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Recall 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.98 0.97 0.94

F-measure 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.98 0.97
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Figure 9. Examples when using a method of weighting for each vehicle

B. Weighting for Each Vehicle

This good result (Figure 8) only applies in the urban area.
We need to take another measure under the environment of
Japanese average car density. In addition, we must consider the
lesser number of cars in the streets at nighttime and the lower
density environment. Figure 10 shows our new countermeasure
to the false positives. We give more weight to public vehicles
such as police vehicles and buses than normal vehicles. Even
if the vehicle communicating with the public vehicle (that is,
the vehicle including the public vehicle in peripheral vehicle
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Figure 10. New flowchart of weighting for each vehicle
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Figure 11. Examples when using dynamically threshold determination

information) does not exceed the threshold value, this one is
trusted by a cloud. We consider the environment shown in
Figure 9. This case is that the threshold required for the cloud
to trust is 5. Vehicle A has only three peripheral vehicles.
But because there are a police vehicle in them, a cloud trusts
vehicle A. We think that this method will reduce the false
positives if public vehicles are running even in low vehicle
density areas.

C. Dynamic Determination of Threshold

Based on the results (shown in Figures 7 and 8), we
calculate vehicle density for each base station and change the
threshold value for each base station. Figure 11 shows the
overall picture. We set a prescribed percentage as the threshold
value. When vehicle densities in base stations change, the
threshold also changes for each base station. We think that
this method is effective in solving the false positives problem
because we can adjust the threshold dynamically in areas
where a vehicle density is low, or during times when there
are few vehicles.

V. EVALUATION AND CONSIDERATION

We will calculate false positive rates to evaluate our new
points. Next, we will consider the practicality of our new points
from the evaluation obtained.

A. Simulator

In this paper, we use Scenargie [4] as a simulator to
evaluate the performance of our proposed method. Scenargie
is a network simulator developed by Space-Time Engineering
(STE). By combining expansion modules, such as LTE, V2V
communication and multi-agent, we can construct a realistic
simulation. In addition, since communication systems and
evaluation scenarios are becoming more complicated, this
ingenious simulation has greatly reduced the effort required
to create scenarios.

B. Evaluation Model

For an evaluation environment, we use one square kilo-
meter Manhattan model and use simulation parameters shown
in Table V. We set the number of vehicles to 158 [cars]

TABLE V. SIMULATION PARAMETER

Simulator Scenargie2.0
Vehicle number 158 [cars] (including two police cars.)

Area 1000 [m]× 1000 [m]
Communication mode ARIB STD T109 LTE
Use frequency band 700 [Mhz] 2.5 [GHz]

Communication interval 100 [ms] 1.0 [s]
Radio spread model ITU-R P.1411 LTE-Macro

Base station ground clearance 1.5 [m]

and the range to 1 [km2] because the average car density
in Japan is 158 [cars/km2]. ITU-R P.1411 model is a radio
wave propagation scheme that considers road map information,
and radio waves are attenuated based on the shape of the
road, so we compared with a two-ray model, which includes
direct waves and reflected waves from the ground, this model
is close to reality. ITU-R P.1411 model is a radio wave
propagation scheme that considers road map information, and
radio waves are attenuated based on the shape of the road,
so we compared with a two-ray model, which includes direct
waves and reflected waves from the ground, this model is close
to reality.

C. Evaluation of Weighting for Each Vehicle

Figure 12 shows false positive rates when using a method
of weighting for each vehicle, and Table VI shows precision,
recall, and F-measure. Comparing to Figure 7, we can find that
false positives are considerably suppressed at high threshold
values. When the threshold is low, we do not find much
difference. Therefore, we say that public vehicles have little
influence on false positives at low threshold values. However,
when a vehicle communicates with a public vehicle in this
method, cloud servers can trust this one even if its own PVID
has not reached the threshold value. Even if there are no
peripheral vehicles around vehicles which send their position
data to cloud server, but public vehicles driving around them,
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Figure 12. False positives by threshold value when using a method of
weighting for each vehicle

TABLE VI. F-MEASURE WITH A METHOD OF WEIGHTING FOR
EACH VEHICLE

Threshold 1 2 3 4 5 6 7 8 9 10

Precision 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Recall 0.97 0.92 0.83 0.72 0.61 0.52 0.44 0.39 0.34 0.31

F-measure 0.99 0.96 0.90 0.84 0.75 0.69 0.61 0.56 0.51 0.47
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Figure 13. False positives by prescribed percentage when using dynamic
threshold determination

TABLE VII. F-MEASURE WITH A METHOD OF DYNAMIC
THRESHOLD DETERMINATION

Threshold 1 2 3 4 5 6 7 8 9 10

Precision 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Recall 0.92 0.73 0.67 0.58 0.47 0.45 0.42 0.40 0.39 0.29

F-measure 0.96 0.84 0.80 0.74 0.64 0.62 0.59 0.57 0.56 0.45

they can be trusted by cloud servers. Our proposed method
works more effectively at high threshold. We focused on police
cars as public vehicles in this paper, but we guess that we
further suppress false positives by weighting buses or taxis
running throughout the city.

D. Evaluation of Dynamically Threshold Determination

Cloud servers dynamically determine threshold values at
each base station by confirming vehicle densities in base sta-
tion’s coverage area. We calculate false positive rates with this
method. Figure 13 shows false positives when using dynamic
determination of threshold. This graph’s horizontal axis is
the ratio of base station’s vehicle density as the threshold.
It means that cloud servers calculate the number of vehicles
traveling in the base station, and we consider the predetermined
percentage as the threshold value. Therefore, we do not know
the accurate threshold value because there are different vehicle
densities for each base station. At low percentage of Figure 13,
because the threshold value is lower in each base station, we
can suppress false positive rates. For example, when there are
30 vehicles in a base station’s coverage area and prescribed
percentage is 10%, the threshold value becomes 3. Therefore,
cloud servers trust vehicles which have three PVIDs. However,
when we set 100% as prescribed percentage in 30 driving
vehicles environment, the threshold value becomes 30, so
vehicles should communicate with other thirty vehicles for
cloud servers trusting them. As the percentage increases, the
threshold increases, therefore false positives increase. The
advantage of this method is that false positives do not depend
on each base station, because the threshold is dynamically
determined. If we decide on a single threshold, cloud servers
will not respond flexibly.

VI. CONCLUSION

In the Intelligent Transport Systems (ITS), using cloud
servers is inevitable. In our previous research, we used V2X
communication, obtained information from various objects,

and described measures against data masquerade. We cloud
completely detect masqueraded data by increasing threshold
values. However, we have some problems, which are false
positives especially. We proposed two countermeasures against
the false positives problem. First, we weight the public vehicles
and trust more on cloud servers even for vehicles below the
threshold. Second, we dynamically determine the threshold
value with consideration of vehicle density. As a result of
evaluating these, we succeeded in suppressing false positives.
In particular, the method of weighting each vehicle has proven
more effective. There is not much difference between previous
results and this paper’s results at low threshold values, but at
high threshold values, this method help suppress false positive
rates. The second measure means that could servers calculate
the number of vehicles traveling in the base station, and
we consider the predetermined percentage as the threshold
value. The advantage of this method is that false positives
do not depend on each base station, because the threshold is
dynamically determined. In this research, we think that we
have improved considerably the false positives problem. In
the future, we will propose a method combining both methods
or a completely new method, and we would like to conduct
a demonstration experiment that also cooperates with Local
Dynamic Map (LDM).
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