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The eleventh edition of the International Conference on Information, Process, and Knowledge
Management (eKNOW 2019) was held in Athens, Greece, February 24 - 28, 2019. The event was
driven by the complexity of the current systems, the diversity of the data, and the challenges
for mental representation and understanding of environmental structure and behavior.

Capturing, representing, and manipulating knowledge was and still is a fascinating and
extremely useful challenge from both theoretical and practical perspective. Using validated
knowledge for information and process management and for decision support mechanisms
raised a series of questions the eKNOW 2019 conference was aimed at.

eKNOW 2019 provided a forum where researchers were able to present recent research results
and new research problems and directions related to them. The topics covered aspects from
knowledge fundamentals to more specialized topics such as process analysis and modeling,
management systems, semantics processing and ontology.

We take this opportunity to thank all the members of the eKNOW 2019 Technical Program
Committee as well as the numerous reviewers. The creation of such a broad and high-quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors who dedicated much of their time and efforts to contribute to the eKNOW
2019. We truly believe that, thanks to all these efforts, the final conference program consists of
top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the eKNOW 2019 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that eKNOW 2019 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in knowledge
management research.

We also hope that Athens provided a pleasant environment during the conference and
everyone saved some time for exploring this beautiful city.
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Abstract— The visual representation of Information System 

(IS) artefacts is an important aspect in the practical 

application of visual representations. However, important and 

known visual representation principles are often undervalued, 

which could lead to decreased effectiveness in using a visual 

representation. Decision Management (DM) is one field of 

study in which stakeholders must be able to utilize visual 

notations to model business decisions and underlying business 

logic, which are executed by machines, thus are IS artefacts. 

Although many DM notations currently exist, little research 

actually evaluates visual representation principles to identify 

the visual notations most suitable for stakeholders. In this 

paper, the Physics of Notations framework of Moody is 

operationalized and utilized to evaluate five different DM 

visual notations. The results show several points of 

improvement with regards to these visual notations. 

Furthermore, the results could show the authors of DM visual 

notations that well-known visual representation principles 

need to be adequately taken into account when defining or 

modifying DM visual notations. 

 
Keywords-Decision Management; Visual Notations; Evaluation; 

Physics of Notations (PoN) 

I.  INTRODUCTION 

      Decisions are amongst the most important assets of an 

organization [1], and therefore should be managed 

adequately. A decision is defined as: “A conclusion that a 

business arrives at through business logic and which the 

business is interested in managing” [2]. Furthermore, 

business logic can be defined as “a collection of business 

rules, business decision tables, or executable analytic 

models to make individual business decisions” [3]. 

Examples of decisions are: 1) determine what illness a 

patient has, 2) determine the loan default risk factor for a 

specific customer, or 3) determine the maximum credit 

rating of an organization. If an organization can’t 

consistently make and execute the right decision(s), large 

risks are taken that can eventually lead to high costs, 

reputation damage, or even bankruptcy. Following the 

previous example, imagine what will happen when a doctor 

makes the wrong decision continuously or a customer with a 

high-risk classification gets a low-risk classification. 

        One important aspect of Decision Management (DM) 

is modelling decisions and business logic using a visual 

representation. Such visual representations are often referred 

to as notations or modeling standards. An example of a  

decision modelling notation is the Decision Modeling and 

Notation (DMN) proposed by the Object Management 

Group [2] or The Decision Model, defined by von Halle and 

Goldberg [4]. 

        While empowering the semantic modeling capabilities 

of notations is desirable, notations also need to be 

cognitively effective [5]. Cognitive effectiveness, in the 

context of visual notations, refers to ‘‘the speed, ease and 

accuracy with which a representation can be processed by 

the human mind’’ [6]. Generally speaking, important and 

known visual representation principles are often 

undervalued in the design of visual notations, which could 

lead to decreased cognitive effectiveness[7], [8]. 

Furthermore, these notations are usually not designed with 

all stakeholders in mind, from someone who never modelled 

on the one hand (Decision modelling novice) to a Decision 

modelling expert on the other hand [6], and have no design 

rationale nor a scientific basis for the choices in the 

structure of the visual representation [5]. Decision 

modelling novices do have different requirements in 

comparison to users who are considered a DM expert. An 

expert will need more advanced functionalities in 

comparison to a novice, however, a novice should be able to 

learn the notation quickly to get started.  

        This paper examines whether these problems exist in 

the notations specifically designed for the DM domain, as, 

to the knowledge of the authors, no earlier studies exist that 

focus on evaluating multiple DM notations. To do so, a 

1Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-690-3
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proper framework to evaluate known visual representation 

principles needs to be selected.  

        Several frameworks to evaluate visual notations exist, 

for example, the Cognitive Dimensions framework [9], the 

ontological analysis framework [10], and the Guidelines of 

Modelling (GoM) framework [11]. The most complete and 

referenced framework on the assessment of visual notations 

is the Physics of Notations (PoN) theory [6]. This theory is 

partly based on the Cognitive Dimensions framework, 

which was the predominant theoretical paradigm in visual 

notations research [12]. The framework is developed and 

devoted to design, evaluate, and compare visual notations 

and is based on theory and empirical evidence obtained 

from different disciplines, such as perceptual psychology, 

cognitive psychology, cartography, graphic design, human-

computer interfacing, linguistics, and communication 

theory. Furthermore, one advantage of the PoN framework 

is that it also offers clear evaluation procedures and metrics 

so that researchers can easily operationalize them to be 

evaluated in practice. The PoN framework has been applied 

by many researchers to evaluate visual notations [13][14]. 

Since we selected a framework to evaluate DM visual 

notations with, the following research question is stated: 

“How do the selected DM visual notations score with 

regards to the PoN framework?” 
The rest of the paper is structured as follows. First, the 

theory underlying visual notations and PoN are elaborated 
upon in the background and related work. This is followed 
by the research method utilized to conduct the research 
presented in this paper. Then, the data collection and analysis 
processes are explained. Next, in the results section, the PoN 
scores for the selected visual notations are presented. Lastly, 
the paper concludes with a discussion, conclusions, and 
directions for future research. 

II. BACKGROUND AND RELATED WORK 

        DM notations can best be categorized by their 

complexity and linguistic power. Complexity refers to the 

ease of understanding the DM notation and linguistic power 

refers to the amount of results it can produce, indicating its 

richness. Five different types of DM notations have been 

defined: 1) labels, textual markers, 2) graphical aids, 

symbols representing semantic constructs, 3) structured 

languages, semantic representations of logic, 4) constrained 

natural languages, ontology defined by base terms and 

grammar, and 5) pure natural languages, unbound syntax, 

see Figure 1.  

 
Figure 1.  DM notation categorization [15] 

The PoN framework is aimed towards visually represented 

DM notations. Therefore, this study evaluated DM visual 

notations of the graphical aids type. 

       The selected elements are drawn from the PoN 

framework [6]. This framework attempts to evaluate DM 

notations based on their visual representation, as these are 

often undervalued principles. It offers nine different 

principles by which the visual representation of a DM 

notation is measured against. The principles are as follows 

[6]: 

        Semiotic Clarity refers to every symbol having a one-

to-one correspondence to their referent concept. If not, one 

or more of the following four anomalies can occur: 1) 

symbol redundancy occurs when multiple symbols can be 

used to represent the same concept, 2) symbol overload 

occurs when different concepts can be represented by the 

same symbol, 3) symbol excess occurs when symbols do not 

correspond to any concept, and 4) symbol deficit occurs 

when there are concepts that do not correspond with any 

symbols. 

        Perceptual Discriminability refers to the ability to 

differentiate symbols based on their graphical appearance. 

This can be improved by increasing the number of graphical 

attributes a symbol represents. For example, adding color, 

additional shapes, or text to a notation can improve the 

ability to differentiate between symbols.  

        Semantic transparency refers to the extent to which 

the meaning of a symbol can be inferred from its 

appearance. For example, a rectangle representing a 

decision has a scarce semantic transparency, while an icon 

of a calculator representing a formula has high semantic 

transparency. 

        Complexity Management refers to the ability of a 

visual notation to represent information without overloading 

the human brain. The complexity our brains can handle can 

be improved by the usage of different concepts. For 

example, modularization can be used to reduce the 

complexity of a large system by dividing it into smaller 

parts or making use of subsystems. Additionally, hierarchy 

can be incorporated into the notation by representing 

information on different levels of details. 

        Cognitive Integration refers to the extent to which a 

notation enables multiple diagrams to represent a system 

without overloading the human brain. This can be supported 

by two concepts, conceptual integration and perceptual 

integration. Conceptual integration can be achieved by 

providing a summary diagram as a whole or parts of the 

diagram or by contextualization, a technique where 

contextual information on each diagram is showing its 

relation to elements on other diagrams. Perceptual 

integration is achieved by providing navigational tools in 

the notation. Commonly used navigational tools are, for 

example, lines to provide direction of the flow or a map in 

which the entire diagram is shown if only a part of the 

diagram is to be shown on the screen. 

2Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-690-3
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        Visual Expressiveness is defined as the number of 

visual variables used in a notation. If a notation has a high 

number of visual variables, the perceptual discriminability 

increases, making the notation easier to use. Visual 

variables are size, brightness, color, texture, shape, 

orientation, and text.  

        Dual Coding refers to the use of both visual and 

textual attributes in a notation. For example, the semantic 

transparency can be increased by adding a keyword of the 

semantic concept to the visual representation of the symbol, 

consequently achieving dual coding.  

        Graphic Economy refers to the number of graphical 

symbols used in a notation. The human brain can 

discriminate around six categories simultaneously, defining 

the limit of graphical symbols a notation should contain. 

There are three concepts by which excessive graphic 

complexity can be reduced: 1) reduce semantic complexity, 

2) introduce symbol deficit, and 3) increase visual 

expressiveness. 

        Cognitive Fit refers to the Cognitive fit theory, which 

states that different methods of representation of 

information are suitable for different tasks and different 

audiences. This can be respected by creating multiple visual 

filters for, for example, expert-novice differences or 

representational mediums. 

III. RESEARCH METHOD 

      The goal of this research is to evaluate several DM 

visual notations with regards to the PoN framework [6]. 

When selecting an appropriate research method, one should 

take into account the maturity of the research domain [16]. 

Research with regards to visual notations to express 

business decisions and business logic is scarce [11]. 

Therefore, a qualitative research approach is selected as our 

research method. 

       To evaluate DM visual notations, a structured technique 

must be selected. We utilize a technique to do so from the 

body of knowledge regarding visual notations, as it is rather 

mature, compared to the body of knowledge on DM. Based 

on the PoN framework, the researchers constructed a 

template which covers the nine principles of visual notations 

indicated in [6] (the template itself is available upon request 

and omitted due to space limitations). Each of the nine 

principles consists of specific elements characterizing each 

principle, e.g., the principle ‘semiotic clarity’ has four 

elements of which one represents ‘symbol overload’. Every 

element is represented by a question whether the element is 

available in the visual notation, and if present, to what 

extent.  

        Instead of using a quantitative approach, it is more 

appropriate to use a mix of quantitative collection and 

analysis with qualitative thematic coding, as our template 

also aims to collect motivations of researchers evaluating 

the visual notations. The coding of the evaluations for the 

selected visual notations consists of three rounds of thematic 

coding according to the process of open coding, axial 

coding, and selective coding described in [17]. During the 

coding rounds, four researchers coded the five graphical 

aids-type notations separately from each other. The results 

of the coding rounds were compared and their meaning 

discussed among the four researchers. The process of data 

collection and analysis is described in more detail in the 

following section.  

IV. DATA COLLECTION AND ANALYSIS 

Before the data collection and analysis started, the research 

team needed to decide which visual notations to evaluate. 

For this study, the amount of visual notations to evaluate 

was five. The DM visual notations are selected based on the 

following criteria: 1) the notation should be applied in 

practice by multiple organizations, 2) the documentation for 

the notation should be accessible to be able to evaluate it in 

detail, and 3) the notation should be a DM graphical aid 

type. The selected visual notations for evaluation are:  

Beinformed [18], Berkeley Bridge [19], Decision Model and 

Notation (DMN) [2], The Decision Model (TDM) [4], and 

Visual Rules [20]. 

      The data collection for this study occurred over a period 

of two months, between March 2018 and April 2018. The 

data collection is conducted by four researchers representing 

different levels of expertise on visual notations. Two 

researchers representing the expert group (researcher 1 and 

2) and two researchers representing the novice group 

(researcher 3 and 4). Separating the coders increases the 

inter-reliability in the coding [21] and internal validity of the 

research [22]. Researcher 1 is a lecturer and postdoc 

researcher with seven years of practical and research 

experience in the field of DM; Researcher 2 is a PhD-

candidate with five years of practical and research 

experience in the field of DM; Researcher 3 is a Master 

student with four years of practical and research experience 

in the field of DM; Researcher 4 is a Bachelor student with 

two years of research experience in the field of DM. All 

researchers have experience with visual notations, and 

completed at least two or more projects in which DM 

models had to be produced to be utilized in practice. It took 

the research team a week to gather all data required to 

evaluate the visual notations. The data consisted of 

webpages, client case documents, learning documents, 

meta-models, demo applications, and video repositories 

with tutorials.  

       A template is created and utilized by the researchers to        

cover the nine principles of Moody [6]. Every principle has 

it’s own characteristics and thereby every principle in the 

template has different elements with each their related 

questions. For each element, a five-point Likert-scale 

ranging from 1) very poor; 2) poor; 3) neutral; 4) good; 5) 

very good. Additionally, the value 6) Not Applicable (NA) 

could be chosen. If NA was chosen it needed to be further 

specified why. Therefore, the dataset represents a total of 

four filled-in templates for each of the five visual notations 

selected.  

3Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-690-3
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       The data analysis comprised three rounds of thematic 

coding based on the data analysis techniques described by 

Strauss & Corbin [17]. The first round of coding identifies 

the symbols and constructs of each notation, e.g., the 

different node-types as part of the BeInformed visual 

notation or the transition-types as part of DMN. 
 

TABLE 1.   EXAMPLE CODING NOTATION. 

  

Visual notation: 

BeInformed 

  

Coders 

  

Expert Novice 

  

R1 R2 R3 R4 

Perceptual 

Discrimina

bility 

Redundant coding 4 4 4 4 

Perceptual popout 3 4 3 2 

Textual differentiation 
  

2 3 

Iconic differentiation 2 1 3 4 
 

       The second round of coding refines and differentiates 

concepts that are already available and code them into 

categories [23]. The axial coding round consisted of the 

indication of the values (using a five-point Likert-scale) for 

each visual notation together with the principles of Moody 

[6], as shown in Table 1.                         

       The first and second coding rounds were based on 

knowledge derived from sources described earlier, however, 

the coders did not follow courses or applied the visual 

notation in practice for this specific research.  

       The third and last round of coding represents the 

identification of functional categories [23]. The selective 

coding round included the identification of any 

consistencies or inconsistencies (using the color grey) 

within the notations or difference in expertise 

(Expert/Novice), as shown in Table 1.  

       The five-point Likert-scale is used to enable calculation 

of averages used for the comparison of notations, and to 

create a standard quantification mechanism for the coders to 

use during the coding of the notations. If doing any 

quantitative analysis, the Likert-scale is the most accepted 

and used scale for this purpose [24]. 

V. RESULTS 

       In this section, the results from the data collection and 

analysis phase are shown and further discussed. The results 

include the differences in values, based on percentages or a 

five-point Likert-scale, when the coder is of a different 

expert level (Expert/Novice). Table 2 shows the average of 

all the analysed visual notations against the nine principles 

mentioned by Moody [6]. Further on in this section, the 

results of each PoN principle are discussed in detail. 
 

 Semiotic clarity  
       The ideal notation does not have any Excess, Deficit, 

Redundant, or Overload in symbols. Therefore, any 

occurrence in this is seen as a negative (as shown in Table 

2). The Beinformed and Visual Rules notation have excess, 

and/or redundant symbols. The researchers identified 

18,75% of the BeInformed symbols as Excess and 

Redundant. The Visual Rules notation was identified with a 

7,69% Excess in symbols. 

 Perceptual discriminability  
       A visually strong notation which discriminates itself by 

the use of text, icons, and visual spacing, in order to 

stimulate faster identification of the different symbols. 

Therefore, a higher value is an indication that the notation 

has a high perceptual discriminability. The BeInformed 

notation with a 3,06 has the highest perceptual 

discriminability of the analyzed notations, compared to the 

DMN notation with a 1,50 (lowest). 

 Semantic transparency  
       Semantic transparency covers if the visual appearance 

of the symbols suggests their meaning. A higher value in 

this principle is an indication that the notation seems to have 

semantic transparent symbols. The Berkeley Bridge notation 

has the highest semantic transparency with a 4,4. This seems 

the result of the low number of symbols, which is two. The 

BeInformed and Visual Rules notation seems to have the 

same result but by their high number of symbols, these 

notations have the lowest semantic transparency 

(BeInformed 2,88, and Visual Rules 2,71). 

 Complexity management  
       The complexity management principle covers the 

ability to scale the notation. A higher value in this principle 

is an indication that the notation is useful on a larger scale 

by utilizing modularization and hierarchical structuring. The 

BeInformed notation has the highest value (4,17) in 

complexity management and seems better when dealing 

with larger scale projects. The TDM notation seems to be 

impacted by the low number of symbols in their notation to 

score the lowest (2,17) in complexity management. 

 Visual expressiveness  
       The visual expressiveness principle covers the use of 

visual variables (colour, 3d symbols, and textual encoding). 

A higher value indicates that the notations are visually 

expressive. The TDM notation has a total score of 4,5 and 

thereby seems to be the highest scoring notation in visual 

expressiveness, compared to the Berkeley Bridge notation 

with a 1,5 (lowest). 

 Graphical Economy 

       The graphical economy principle covers the number of 

symbols a human brain is able to discriminate between, this 

number is estimated to be limited to six. A value above six 

would be a negative impact on the graphical economy of the 

notation, which is the case for BeInformed (16), Visual 

Rules (13), and DMN (9). 

 Dual Coding  
       The dual coding principle covers the complement of 

graphics with text, which is more effective than using each 

of them on their own. A higher value in this principle 

indicates that the notation uses dual coding as the most 

optimal notation. The Beinformed (4.25) and Visual Rules 
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(4.00) notations are the only notations, out of the analyzed 

five notations, where dual coding was identified. 
 

TABLE 2.   CODING RESULTS 

 B
ein

fo
rm

ed
 

V
isu

a
l 

R
u

le
s 

D
M

N
 

T
D

M
 

B
erk

eley
 

B
rid

g
e
 

Average Total 2,87 2,97 2,38 2,89 2,53 

Cognitive 

Integration 

2,88 3,83 3,00 2,67 1,92 

Cognitive Fit 2,75 2,25 4,13 4,50 3,88 

Dual Coding 4,25 4,00 N.A. N.A. N.A. 

Graphical 

Economy 

*16 *13 *9 4 2 

Visual 

Expressiveness 

3,13 4,00 2,25 4,50 1,50 

Complexity 

Management 

4,17 3,33 3,83 2,17 3,50 

Semantic 

Transparency 

2,88 2,71 2,92 3,56 4,40 

Perceptual 

Discriminability 

3,06 2,69 1,50 2,83 2,53 

Semiotic 

Clarity 

Excess 18% 7% N.A. N.A. N.A. 

Redundancy 18% N.A. N.A. N.A. N.A. 
 

 Cognitive fit  
       The cognitive fit principle covers the theory that 

different representations of information are suitable for 

different audiences. The Visual Rules notation scored the 

lowest with a 2,25, compared to that of TDM, which scored 

the highest with a 4,50. 

 Cognitive integration  

       The cognitive integration principle covers the range of 

mechanisms available for dealing with multiple diagrams 

thereby, helping the reader assemble information from 

separate diagrams. A higher value indicates that the notation 

has the mechanisms available to help the reader assemble 

information when multiple diagrams are shown. The Visual 

Rules notation has the highest value (3,83) in cognitive 

integration, compared to the Berkeley Bridge notation (1,92) 

which does not have the mechanisms to support the reader 

when dealing with separate diagrams (lowest). 

 Difference Expert/Novice 

       Taking into account that having experience in the use of 

a visual notation, in this case, a modelling language, 

influences the attitude towards several of the Moody 

principles. For example, a notation could be more complex 

for a novice but not for an expert. Therefore, a difference is 

made between the results of the expert researchers and 

novice researchers.  

 

 

 

 

 

TABLE 3.   RESULTS DIFFERENCE EXPERT/NOVICE 

  Expertise: Average Total 

Expert/Novice 

Average 

Total 

Beinformed Expert 2,79 
2,87 

Novice 2,95 

Visual Rules Expert 2,99 
2,97 

Novice 2,96 

DMN Expert 2,25 
2,38 

Novice 2,51 

TDM Expert 2,92 
2,89 

Novice 2,86 

Berkeley 

Bridge 

Expert 2,39 
2,53 

Novice 2,67 

VI. CONCLUSION, DISCUSSION AND FUTURE RESEARCH 

       In this paper, a study is conducted in which five DM 

visual notations, namely: Visual Rules, Berkeley Bridge, 

Decision Model and Notation, The Decision Model, and 

BeInformed, were evaluated using the PoN framework [1]. 

From our analysis, Visual Rules scores best according to the 

average total of all PoN framework principles. From a 

theoretical perspective, our study and its results give 

meaning to the operationalization of the PoN framework. 

Furthermore, it will enable further exploration of the 

application of the PoN principles, as well as other DM 

visual notations not included in this study. Moody [1, p.772] 

describes the theoretical interactions between the described 

principles. Our results show that these interactions are, to a 

large extend, verified. From a practical perspective, the 

results presented in this paper contribute towards a better 

awareness for taking into account validated visual notation 

principles and guidelines. Our results could be utilized by 

organizations to either evaluate for themselves which visual 

notation is most adequate or to utilize a visual notation 

based on our results.    

       This study has multiple limitations. The first limitation 

concerns the research team that carried out the evaluation of 

the visual notations using the PoN framework. This study 

included evaluations of four researchers, two novice level 

researchers and two expert level researchers on the DM 

topic. Therefore, one could argue that the results and 

conclusions are potentially biased by a low amount of data 

points for the evaluation of the visual notations included. 

However, most studies conducted with a focus on evaluating 

one or multiple visual notations are often centered on the 

evaluation of the visual notation using one or two 

researchers. Future research should focus on evaluating 

visual notations utilizing larger sample sizes that will add to 

the generalizability of the results and conclusions about the 

evaluated visual notations. The second limitation concerns 

the method and framework utilized to evaluate the visual 

notations, the PoN framework and its operationalization by 

creating and utilizing a template with the goal to structure 

data collection and analysis. Utilizing the PoN framework is 

an explicit choice, however, limits the results because the 

PoN framework represents a specific lens. Future research 

could, therefore, focus on applying other frameworks and 
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theories that focus on uncovering and describing essential 

notational principles, e.g., Guidelines of Modeling (GoM) 

[11]. Furthermore, the operationalization of the PoN 

framework described in [6] is left open for interpretation 

and perception of the researchers applying it, a good 

example is the lack of weighting of the nine PoN principles. 

Therefore, our template is another limitation. This 

phenomenon becomes clear in the work of [5], which shows 

that the operationalization of the PoN framework by 

different research teams often do not always seem to take 

into account all principles described. To our knowledge, our 

operationalization included, one-on-one, all principles 

described in the work of [5]. Future research, however, 

should focus on how these principles are best measured in 

practice, i.e., whether Likert scales or other less quantitative 

measurements are adequate or not. The last limitation 

concerns the visual notations selected. Although we choose 

two well-known visual notations, as well as three visual 

notations applied in the DM practice a lot, the selection of 

visual notations could coincidentally have resulted in a bias 

and affect the generalizability of our results. We argue that 

this risk is more or less mitigated as most studies conducted 

that utilize the PoN framework focus on only one visual 

notation, see also [5], while this study reports upon the 

evaluation of five visual notations. Future research could 

also focus on evaluating additional DM visual notations. 
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Abstract—Nowadays, billions of smartphones are used world-
wide. The energy consumption is a critical issue when us-
ing such devices. In this context, smartphone power modeling
is a mandatory step to better understand energy drain. On
that way, the most widespread methods are based on specific
hardware/software level analysis. As opposed to these classical
approaches, we propose, in this paper, an alternative method
aimed at constructing smartphones power models based on
user context data provided by Device Analyzer, an Android
application developed by the University of Cambridge. From a
very large-scale smartphone usage data, we extract the energy-
related events. Then, the energy-related context is formulated
as the input features of the energy models. So as to predict
the energy consumption of a smartphone, we compare four
different machine learning models: a Linear Regression model, an
AdaBoosted Decision Trees model, a Gradient Boosted Regression
Tree model and a Random Forest model. The proposed energy
models are then validated on a real user dataset in different
usage scenarios.

Index Terms—smartphone data; user behavior; energy mod-
eling; regression model.

I. INTRODUCTION

Since the embedded system related technology is progress-
ing rapidly in recent years, mainly thanks to the support of
numbers of applications and advanced hardware, smartphone
devices have now become platforms integrated with various
functions. Obviously, users not only can use their handsets
to make phone calls and send SMS as before, but also can
browse webs, play video games, listen to music and take
photos, etc. Meanwhile, these various functions are tied to
a huge growth in energy costs. Despite the progresses made
in battery technology with an increase of energy storage,
the smartphone usage is still limited by the energy drain
of the components and of software needs. Hence, profiling,
modeling and characterizing energy drain in the smartphone
have become an important research topic in recent years.

In literature, many research work studied smartphone en-
ergy consumption focusing on either hardware or operating
systems points of view [1]–[4]. Some other work studied how
applications are consuming energy [5] or how the network
environment changes affect smartphone energy drain [6].
Although this works proposed various accurate smartphone

energy models, it should be aware of that the discharging
process of a smartphone is a complex process, i.e., due to
their unique hardware properties and usage context, different
smartphone devices may have different discharging character-
istics even when they are of the same type. Thus, one other
reasonable alternative for modeling smartphone energy drain
is to develop a personalized energy model for one specific
smartphone device/user couple.

The purpose of our study is to find the relationship between
user behavior and the energy drain in smartphone devices.
This method can be a universal way to build energy models
for smartphones because it does not need to measure the
hardware components energy consuming properties or develop
a specialized kernel tools as in precedent research [1], [3]. Our
approach treats the energy consumption as the consequence
of all the users’ operation on their smartphone devices. Based
on that, we develop a methodology to model the smartphone
energy drain based on user context data. First, the energy-
related events are chosen and extracted from the raw usage
data. Then according to the selected events, the input fea-
tures for energy models are generated. Afterwards, a series
of machine learning models, the Linear Regression model,
the AdaBoosted Decision Tree model, the Gradient Boosted
Regression Tree model and the Random Forest model, are
tested and compared in different usage scenarios.

The paper is organized as follows. Section II discusses some
earlier related research work in this field and introduces the
dataset and machine learning algorithms adopted. Section III
presents the machine learning pipeline of our energy modeling
process. Section IV describes how the features are generated
and selected from the raw collected user data. Then, in Section
V, the experiments for different scenarios and their associated
results are presented. Finally, the conclusions and perspectives
are given in Section VI.

II. RELATED WORK AND BACKGROUND

A. Power modeling issue

Smartphone power modeling is to use some energy-related
factors, e.g., hardware properties (battery voltage, battery cur-
rent, CPU utilization, etc.), system calls, user context(screen-
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on time, phone-call time, WiFi status, etc.), as input variables
of models to predict smartphone energy consumption [7]. A
general smartphone energy model can be described as follows,
where E is the energy consumption of the handset:

E = Pbase·D +
∑
i

βi·xi·di (1)

The first term of the sum represents the fixed amount of
energy consumption for the total experiment time D, and Pbase

is the basic energy consumption per time unit. The second
term of the sum represents the variable amount of energy
consumption. xi is a value which represents the property of
energy-related factors, for instance, for hardware elements it
can be the CPU utilization and for user context it can be the
WiFi status. βi is a scalar indicates the energy-drain effect of
xi and di is influencing duration of xi.

According to (1), from the point of view of hardware,
smartphones devices are made of a series of sub-hardware
components, CPU, display, cell module, WiFi module, audio,
camera, etc. If the energy consumption of each component
can be known, then naturally if we adopt a reductionist point
of view, the total energy consumption of whole smartphone
handset can be regarded as the sum of energy drain of all
hardware components. According to the results in [1], this
method can estimate smartphone energy drain accurately, but
it needs external equipment to measure the power of each
hardware, which is not always practical to implement. Besides,
this method did not consider the interaction between the
components which can represents 10% of the total energy
drain [1]. Another frequently used method of modeling smart-
phone energy consumption is to trace the system calls of the
smartphone [3]. As the different system calls are related to
different power states in the smartphone, once the benchmarks
of different power states are determined, the relationships
between power states and system calls can be represented by
a Finite State Machine (FSM) energy model.

From the aspect of smartphone usage context, a several
research works analyzed how the user behavior and the net-
work environment affect the handset energy drain [4] [6] [8].
Moreover, with the fast-growing crowdsourcing technology,
researchers can have the access to a very large amount of user
context data from a large number of users, which provides
the researchers a new approach to study the interaction be-
tween users and smartphone [9] [10]. For instance, [11] [12]
presented user-data based methods to predict the smartphone
energy consumption and [13] proposed a big data combined
with machine learning method to predict handset’s battery life.
In a similar way, we planned to exploit user context data to
develop the smartphone energy model and to profile how the
energy consumption cause by user behavior in our research
work.

B. Device Analyzer

So as to study how user behavior affects energy drain
in the handset, naturally, the first step of the process is to
collect user context data in a large-scale. The dataset presented

TABLE I PART OF COLLECTED EVENTS

Event category Event name

Setting
Airplane mode

Ring mode
Audio volume, etc.

CPU
Number of cores

Maximum frequency
Minimum frequency, etc.

Battery

Battery level
Battery voltage
Charging status

Battery temperature, etc.

Screen
Brightness level

Screen state
Screen size

Application

APP installed
APP updated
APP service

APP foreground
APP background, etc.

Phone call

Roaming state
Network location

Signal type
Calling state, etc.

SMS SMS received
SMS sent, etc

Data transfer

Received bytes
Received packets

Send bytes
Send packets

WiFi
WiFi scan

WiFi connected
WiFi state, etc.

Sensor

Type
Max range

Values
Delay, etc.

in this paper is the Device Analyzer dataset [14], which
contains comprehensive and detailed information about the
Android smartphone usage, e.g., events types, event values
and relevant time stamps. Considering the trade-off between
overhead and performance, the Device Analyzer application
records the sampled events, such as battery levels, network
traffic and screen brightness levels, at a time interval of 5
minutes, while records the immediate events, such as phone-
calls, screen-on/off and WiFi on/off when they occur. Table I
presents a list of the collected events. The exhaustive usage
information are selected and formulated as the input features
of our proposed energy models and the change of battery level
of smartphones over 5 minutes of sampling interval is treated
as the modeling targets. By using the context data as inputs
and energy consumption as outputs, our task is to find proper
energy models to imply how user behavior leads to energy
drain in smartphone devices.

C. Machine Learning Algorithms

As explained before, our research purpose is to predict
energy consumption based on user behavior. Mathematically,
it can be regarded as a regression problem, which is to find
a function that matches real outputs from inputs accurately.
Due to the powerful modeling ability of machine learning
techniques, we resort to different advanced machine learning
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regression models. The basics of the models is described as
below.

1) Linear Regression: Though the Linear Regression (LR)
model is considered as the simplest regression model, it can
obtain satisfying results in many research cases [13]. For this
reason, the LR model is used in our research as the benchmark
models to make comparisons to other tree-based models.

2) Decision Trees: The smartphone energy consumption is
a continuous process, but we also assume that it consists of a
series of power state change caused by different usage context.
In this case, the regression decision tree models can be the
appropriate models. Classification And Regression Decision
Trees (CART) models [15] are tree-shaped models, it can be
applied to either classification tasks or regression tasks. In
our regression tasks, to approximate continuous target values,
the CART algorithm uses the Least Square Difference (LSD)
or the Least Absolute Difference (LAD) as criterion to split
nodes. To improve the performance of tree models, the CART
models are used as the basic estimators, combined with two
different classes of ensemble methods: the boosting method
and the bagging method.

• AdaBoosted Decision Tree (ADT): The boosting ensem-
ble method aims to reduce the bias of each tree. Ad-
aBoosted Decision Tree model [16] combines a series of
weak learners with different weights which are calculated
by their predicting accuracies to build a stronger learner.

• Gradient Boosting Decision Tree: The other Boosted
Decision Tree model we utilize is Gradient Boosting
Decision Tree (GBDT) [17]. GBDT uses the residuals
between predictions and targets of former decision trees
as new training targets to adapt its parameters.

• Random Forest (RF): The other class of ensemble method
is the bagging method and a frequently-used model of
bagging method is Random Forests. To overcome the
over-fitting of each tree, Random Forests utilize the boot-
strap aggregating technique [18] to decrease the variance
of each tree.

In Section V, the performance of the four different models
will be compared on the smartphone energy modeling issue.

III. METHODOLOGY

In order to construct the smartphone battery level predicting
model from raw usage data, we propose a machine learn-
ing based modeling methodology. Though, the original data
from the Device Analyzer dataset records extremely detailed
information about users’ usage, most of the information is
not useful for our research purpose. Thus, the first step we
take in the modeling process is to preprocess the raw data
to extract the energy-related events. After the energy-related
usage events are selected, according to their properties, the
chosen contextual data are formulated as multidimensional
matrix space consisting of a series of vectors. Each vector
represents the occurrences and values of each energy-related
events over a certain time range. We set the time range as
5 minutes because the battery level value is sampled every 5
minutes by the Device Analyzer application. Afterwards, the

generated vectors are feed to the machine learning models as
input variables. Finally, after the training process, the machine
learning energy models are examined on the testing data and
their results are analyzed. The pipeline of our methodology is
shown in Figure 1. Four types of machine learning model are
adopted in our research: Linear Regression, AdaBoosted De-
cision Trees, Gradient Boosted Regression Trees and Random
Forests.

Figure. 1 Pipeline of smartphone energy prediction

IV. USER CONTEXT

A. Event Selection

The dataset for the experiments is collected from one
Android smartphone user. It records the user’s information for
80 days, and contains 13716 instances. Although the dataset
that we use is from one individual user, our methodology is
not limited to one specific user or one specific smartphone
device. Hence, it can be a re-usable paradigm for smartphone
energy consumption modeling. To exploit the useful context
for the energy models, it needs to extract energy-related events
from the raw dataset at the first step. Although the raw data
collected corresponds to very detailed usage information, not
all the recorded events directly make contribution to energy
consumption of the handset, for instance, the location infor-
mation and mobility sensors information are not necessary
useful at first steps. Meanwhile, it should be reminded that
our energy modeling approach is based on user behavior data.
Hence, some hardware information will not be used neither,
even they can reflect the energy drain condition, e.g., battery
voltage and CPU utilization.

The principle of selecting the features is that the chosen
features not only imply the significant information of user
context but also are essential to profile energy consumption in
smartphone handsets. For instance, when the screen is turned
on, and several minutes later, it is turned off. During this time
period, the user might watch a video using the smartphone and
as a result, the battery level decreased. Apparently, this screen-
on event caused significant energy consumption, meanwhile,
it also represents essential information of the user-smartphone
interaction. Similarly, according to previous works on in-
vestigating the energy-consuming effects caused by energy-
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TABLE II SELECTED ENERGY-RELATED EVENTS

Category Event Type
Battery Battery Level

Screen Screen On/Off
Brightness

User Context

APP Foreground
APP Background

Phone Call
Plugged In/Out

Data Transfer

Received Bytes
Received Packets

Send Bytes
Send Packets

WIFI WIFI On/Off

related events [4] [6] [13], other energy-related events, such
as network data traffic, phone-call, application usage and WiFi
status are also important to describe smartphone usage and
reflect the energy drain rate change. And they function in the
similar way as the screen-on events in our proposed energy
models. Moreover, the charging state of the smartphone battery
apparently affects the battery level, therefore it is utilized in
our models as well. Eventually, the events that we choose
to build our energy model are screen-on time, the level of
screen brightness, received data bytes, received data packets,
sent data bytes, sent data packets, phone-call time, application
foreground, application background, WiFi state and charging
state.

In our approach, the energy consumption is measured by
the smartphone battery level change. As mentioned in Section
II-B, the battery level is sampled every 5 minutes by Device
Analyzer, thus our task is to predict the energy consumption
over time period of 5 minutes. Since the battery level is
obtained by the smartphone battery indicator, the unit of daily
energy drain is percentage of whole battery capacity. For
example, if the value is 7, it means that the energy consumed
by the smartphone device over this time period is 7% of
the battery capacity. All the collected events utilized in our
approach are listed in Table II.

B. Feature Generation

The measurement of energy drain is the level of the smart-
phone battery which is sampled every 5 minutes by Device
Analyzer. Therefore, the values of each event is quantized
within the time window between two battery level sampled
time points. Furthermore, to make the events’ values feed the
model appropriately, i.e., according to their usage properties,
we classify the possible values of the energy-related events
into different categories: the variation, the duration, the av-
erage, the aggregation and the state as it is demonstrated in
Section III. The 5 categories are described as follow:

• Variation: It should be noticed that all the events’ con-
tribution to the smartphone energy consumption over a
time period is in fact the variation of the battery capacity
over this time period. Thus, instead of using the battery
percentage at the sampling time point as modeling target
directly, it is more reasonable to use the variation of
battery level during the sampling interval.

TABLE III VARIABLES DESCRIPTION

Event Value Type Unit
Battery Level Variation Percentage

Screen-on Time Duration Second
Brightness Level Average Scale(0˜255)
APP Foreground Aggregation -
APP Background Aggregation -
Phone-call Time Duration Second

Plugged State State 1/0
Received Bytes Aggregation Byte

Received Packets Aggregation -
Send Bytes Aggregation Byte

Send Packets Aggregation -
WiFi-on Time Duration Second

• Duration: If an event is the human-smartphone inter-
action that lasts for a certain time period, then we use
the range of this time period to measure its influence on
smartphone energy drain. For instance, the screen of a
smartphone at time point T1 is turned on and the screen
is turned off at time point T2, naturally, the total screen-
on time will be T2-T1. This category includes screen-on
time, phone-call time and WiFi-on time.

• Average: For the brightness level of screen, we use the
average value over the sample interval.

• Aggregation: Some of the event may occur more than
once, such as application foreground and application
background, so we use sum of the occurrences to repre-
sent its energy contribution. As for the network transfers,
received Bytes, received packets, send Bytes and send
packets are aggregated values as well.

• State: The charging state of the battery can be whether
plugged-in or plugged-out, so it is a boolean value.

Based on the categories we introduced, the energy-related
events is quantized to a series of input vectors with 11 items
at different sampling time points. Each item of a vector repre-
sents its related event’s quantity. The target value is the energy
consumption at the same sampling time point. Moreover, due
to the malfunction of the data-collecting process, some values
are missing. In this case, the average values are used to fill in
the blanks. Before the input vectors are fed to the model, they
are normalized to eliminate the effect of the different events’
scales.

Once the input variables and the output target are well
defined, the following step is to find an appropriate model
to describe the mathematical relationship between the inputs
and the outputs.

V. EXPERIMENTS AND RESULTS

A. Experiments

To investigate the smartphone energy consumption under
different usage scenarios, we select different variables com-
binations as inputs of the energy models. The 6 different
experimental scenarios is demonstrated in Table IV. In the first
scenario, we put all the energy-related events together. Then,
in scenario 2, scenario 3, scenario 4, scenario 5 and scenario 6,
we emphasize each energy-related events individually to study
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TABLE IV EXPERIMENTAL SCENARIOS

Scenario Context
Scenario 1 All contexts
Scenario 2 Screen-on
Scenario 3 Phone-call
Scenario 4 WiFi-on
Scenario 5 Plugged-in
Scenario 6 Plugged-out

each event’s contribution to energy consumption. It means
that the data collected only in the scenario where screen-on
events, phone-call events, WiFi-on events, plugged-in events
or plugged-out events occur is utilized, respectively.

In order to evaluate the energy models, we resort to cross-
validation method, the total dataset is split into two sub
datasets, the training dataset and the testing data, with the
Bootstrap method. The training subset data is to generate the
energy models and the testing subset data is to examine gener-
alization of the model to measure over-fitting. The criterion of
a good energy mode is that it should not only fit the training
dataset well but also have good performance on testing data.
70% of the whole dataset is used to train the energy models
and the 30% rest is used to test the energy models. The
proposed energy models are trained and tested on the dataset
for 20 times for each scenario. The metrics to evaluate the
energy models is the Root Mean Square Error (RMSE), and
the mean value and Standard Deviation (STD) of RMSE are
calculated.

B. Results

In Figure 2, the battery level curves are reconstructed by
predicted results of our devised models, and it shows that
each energy model is capable of predicting battery level in
the smartphone devices, either when the battery is discharging
or charging. From the more detailed results shown in Table
V and Table VI, in Scenario 1, when putting all contextual
information together, the Random Forest regression model has
the smallest training error and testing error. In Scenario 2,
where the display is turned on, once again the RF energy
model has the best performance both on training dataset and
testing dataset among all the models. In Scenario 3, where
calling events occur, the ADT model has the least training
error and surprisingly, the Linear Regression model has the
most accurate results on testing data. And in Scenario 4, where
the WiFi module is turned on, the ADT model perform best on
training dataset and the Random Forest model performs best
on testing data. In Scenario 5, where the battery is plugged
in, the GBDT model and the RF model has the smallest
training error and has the smallest testing error, respectively.
In Scenario 6, where the smartphone is not charging, the ADT
model outperforms other models on training dataset and the
RF model outperforms other models on testing dataset.

It also can be seen that, among all the scenarios, all
the models’ accuracy decreases in Scenario 5. As opposed
to this, in Scenario 6, all the models have their own best
performance on testing dataset. The reason could be that the

(a) LR Predicted Results

(b) ADT Predicted Results

(c) GBDT Predicted Results

(d) RF Predicted Results

Figure. 2 Predicting smartphone battery level over a time period

smartphone energy consumption is used to measured change
of the battery level. However, it will not be accurate when the
smartphone reaches its maximum energy volume (the battery
level is 100%) and remains at the same battery level even
energy-consuming events occur. Overall, in all scenario, except
Scenario 3, all the tree-based models perform better than the
Linear Regression model on the training dataset and testing
dataset and the Random Forest energy model has the best
performance on testing sub dataset. Thus, we can say that
the RF is the most appropriate energy model in our research.

VI. CONCLUSION

In this paper, we presented a novel smartphone energy
consumption modeling methodology based on user contextual
data and machine learning algorithms. First, we extract the 11
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TABLE V RMSE OF TRAINING RESULTS

Scenario LR ADT GBDT RF
Mean STD Mean STD Mean STD Mean STD

Scenario 1 0.8550 0.0063 0.4703 0.0107 0.5250 0.0072 0.4181 0.0058
Scenario 2 0.9251 0.0101 0.4197 0.0526 0.5115 0.0112 0.3966 0.0096
Scenario 3 0.6457 0.0372 0.2227 0.0248 0.3517 0.0450 0.3068 0.0142
Scenario 4 0.6999 0.0688 0.2153 0.0204 0.3453 0.0381 0.2963 0.0272
Scenario 5 1.5406 0.0110 0.8763 0.0242 0.6525 0.0173 0.8630 0.0181
Scenario 6 0.6179 0.0053 0.3147 0.0082 0.3605 0.0074 0.4600 0.0052

TABLE VI RMSE OF TESTING RESULTS

Scenario LR ADT GBDT RF
Mean STD Mean STD Mean STD Mean STD

Scenario 1 0.8612 0.0147 0.7230 0.0131 0.7052 0.0126 0.6975 0.0145
Scenario 2 0.9327 0.0235 0.8628 0.0326 0.8538 0.0306 0.8411 0.0325
Scenario 3 0.8206 0.0743 0.8554 0.1132 0.8944 0.1409 0.8421 0.1182
Scenario 4 0.9213 0.1772 0.8217 0.1732 0.8375 0.1205 0.7814 0.1430
Scenario 5 1.5584 0.0269 1.2881 0.0276 1.2352 0.0346 1.2327 0.0326
Scenario 6 0.6170 0.0123 0.5825 0.0154 0.5638 0.0146 0.5624 0.0137

most important energy-related contexts from the comprehen-
sive and detailed raw user data. Then, so as to feed the machine
learning model properly, a series of features are generated from
the properties of the extracted events. Afterwards, the energy
consumption is used as the output target and the generated
features are used as input variable for the energy model.
Four different machine learning regression models are trained,
tested and compared on the dataset. The final results indicate
the feasibility of our proposed methodology.

For future work, we plan to take into account more energy-
related events, for instance, the GSM signal strength and its
types. Besides, we also plan to improve the accuracy of the
existing models and to make a comparison with an agent based
method developed in our previous work [7].
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Abstract—In recent years, for tourists deciding on a destination
for a trip, demand for websites, such as TripAdvisor, for obtaining
tourist information is increasing. These websites usually rank
tourist spots with user reviews. Regarding tourist spots, trends
appear in their popularity. When ranking tourist spots solely by
reviews posted on these websites for obtaining tourist information,
the possibility exists that new tourist spots and tourist spots
with actively changing popularity are not ranked higher in
rankings. However, a user needs to find the most enjoyable tourist
spots at the time of the visit in the ranking of tourist spots.
Therefore, we use tweets in this study as comments for tourist
spots with high recency to generate a ranking of tourist spots
considering popularity variation. Then, we model the ranking
of tourist spots on TripAdvisor using tweets. After analyzing
the contribution rates of classification for linguistic features and
statistical features on tweets, we performed ranking of learning
with effective features and generated a ranking of tourist spots
considering popularity variation. Finally, our experimental results
showed that tourist spots holding exhibitions or other activities
frequently are ranked higher.

Keywords–tourism; ranking learning; social recommendation.

I. INTRODUCTION

In recent years, with the increasingly widespread use of
smartphones and tablets, people have become able to acquire
useful information easily from the web. Along with this
progress, when tourists decide on a trip destination, demand
for websites, such as TripAdvisor [1], for obtaining tourist
information is increasing. As the importance of the internet for
travel increases, the way of using the internet during trips has
changed [2]. In addition, particularly addressing user reviews,
the importance of reviews on websites for obtaining trip-related
tourist information has increased [3]. These websites usually
present tourist spots in a ranking format and rank tourist
spots with user reviews. Roughly speaking, the ranking of
tourist spots is a comprehensive evaluation of past impressions.
Additionally, these websites fundamentally keep the ranking
algorithm secret to avoid deliberate manipulation of rankings
and to prevent their use by other web services.

Regarding tourist spots, trends exist in the popularity of
certain tourist spots. In other words, the popularity of tourist
spots varies for different reasons, such as events or seasons.
When ranking tourist spots using only reviews posted in the

past, the possibility exists that new tourist spots and tourist
spots with actively changing popularity are not ranked higher
in among all rankings. However, most people might browse
only higher ranked tourist spots. Users need to find the most
enjoyable tourist spot at the time of their visit. In short, the
ranking of tourist spots using only reviews posted in the past
might not satisfy a user’s need. For example, as an accurate
ranking for a user’s need, famous tourist spots for the viewing
of cherry blossoms, such as Shinjuku Gyoen, can be expected
to be ranked highly in the spring. For this study, we rank tourist
spots in consideration of their current popularity variation in
addition to the comprehensive evaluation of them in the past.

Many comments related to tourist spots are also posted
to Twitter [4] and Facebook [5] which is a typical Social
Network Service (SNS). These posts are comments about
tourist spots with higher recency than reviews on websites for
obtaining tourist information. In addition, these posts include
user impressions about tourist spots. In this study, we propose
an adaptive method for popularity variation of tourist spots
using tweet messages from Twitter. Although we propose a
method to make a ranking considering the latest popularity
of tourist spots, the reliability of information related to user
posts is low because many posts are made by heterogeneous
users and robots on Twitter. Castillo et al. [6] pointed out
a difficulty for the reliability of information related to posts.
They proposed a method to extract only trusted information
from Twitter. As described above, the information of tweets
is unreliable. It is difficult to rank tourist spots solely by
impressions of tourist spots given in the contents of tweets.

Therefore, in this study, our main idea of ranking tourist
spots is modeling the ranking on TripAdvisor using tweets.
Reviews by users in each post on websites for obtaining
tourist information are more informative than Twitter and
are reflected in the details for tourist spots. Although many
websites exist for obtaining tourist information, TripAdvisor is
a popular website for obtaining tourist information. Filieri et
al. [7] examined the reliability and its influence by its contents
and revealed that many tourists are using TripAdvisor. We
will generate a ranking of tourist spots incorporating changes
in popularity by application of recent tweets to the model.
Consequently, tourist spots related to events and seasons will
be ranked at the top of the ranking, which makes it possible

13Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-690-3

eKNOW 2019 : The Eleventh International Conference on Information, Process, and Knowledge Management

                            21 / 41



to propose a ranking that satisfies the most enjoyable tourist
spots at the time of the visit.

The remainder of the paper is organized as follows. Sec-
tion II presents works related to feature selection for posts
by users on the internet and tourism recommendations using
posts on SNS. Section III presents a discussion of the results
to analyze the contribution of classification with linguistic
features and statistical features on tweets at tourist spots.
Section IV presents results obtained using logistic regression
and ranking learning with effective features for classification.
Section V explains a discussion of the obtained results. Sec-
tion VI concludes the paper with a discussion of results and
avenues for future work.

II. RELATED WORK

In this section, we present related works about analysis of
user-posted reviews and recommendation of tourism spots.

A. Analysis of user-posted reviews
Currently, reviews on the internet are increasing. Many

studies use these reviews. Mukherjee et al. [8] examined the
spam filter system in Amazon Mechanical Turk with linguistic
features and statistical features for reproducing the spam filter
system in Yelp. In addition, Guy et al. [9] proposed a method
of automatically collecting useful information for sightseeing
with linguistic features on TripAdvisor. Therefore, in this
study, we model the ranking of tourist spots on TripAdvisor
by considering effective features with linguistic features and
statistical features.

B. Recommendation of tourism spots
Impressions of tourist spots on SNS are increasing. These

posts are comments by users with higher recency than reviews
on websites for obtaining tourist information. Many studies
applied these posts to recommendation systems for sightseeing.
Borras et al. [10] classified these recommendation systems
technically and considered their importance on trips. Ye et
al. [11] [12] proposed a method to recommend geographical
information, such as Points-Of-Interests (POIs), from check-in
information and user attributes in Foursquare [13]. Choudhury
et al. [14] and Lim et al. [15] proposed a method to recom-
mend POI with user behavior on Flickr [16]. Ishihara et al.
[17] reported a recommendation system for sightseeing while
considering posts on Twitter from the perspective of sensitivity
engineering. Mizutani et al. [18] proposed a recommendation
system for sightseeing that is more suitable for users individ-
ually using posts on SNS, such as Twitter.

For these studies, they do not consider the effects of
changes by enviromental factors and so on, but Missaoui et al.
[19] pointed out the importance of taking into account changes
of a user’s preferences and environments for recommendation
systems, and proposed a method to predict a user’s preferences
in the tourism domain. Additionally, these studies analyzed
recommendation system for sightseeing only with posts and
metadata on the SNS. However, many noise posts are sent
to SNSs. The reliability of the information is questionable,
as described in Section I. This study applies feature selection
while considering the contribution rates of logistic regression.
Also, this study proposes a system that generates a ranking
of tourist spots incorporating a trend of tourist spots by

modeling the ranking on the TripAdvisor where the reliability
of information is higher than Twitter as training data.

In addition, various ranking methods use tweets. Duan et al.
[20] proposed ranking recommendation to search tweets using
ranking learning. Qupta et al. [21] proposed a recommenda-
tion method to rank important events with various linguistic
features on tweets. Chang et al. [22] reported a method to
remedy a shortage of recency on the ranking of web searches
using tweets. This study models the ranking of tourist spots
by application of ranking learning using tweets, which is one
of the ranking methods.

III. ANALYSIS OF FEATURES

As described herein, to examine the effective features for
ranking learning, we divide the ranking of tourist spots into
certain intervals and classified them. This section presents
examination of the effective features for the classification of
tourist spots and ranking learning from the distribution of
each feature while considering linguistic features and statistical
features of tweets.

A. Datasets
For this study, we use tourist spots among the top 100

rankings in Tokyo on TripAdvisor acquired in 2017. To analyze
seasonal changes by month, we extracted tourist spots for
which more than 100 tweets are posted each month. To obtain
tweets at each tourist spot, we used GooglePlaceAPI [23] and
NominatimAPI [24]. We were able to find tweets for a tourist
spot if the latitude and longitude annotated to a tweet would be
within the area of tourist spots obtained using these APIs. The
number of tweets written in Japanese in 2017 was 1,691,521
at the 50 tourist spots.

B. Discussion of linguistic features
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Figure 1. Distance found with KL-Divergence of Unigram for each class.

We first consider the distribution of linguistic features
for each tourist spot. We compare Unigram, which is the
probability distribution of words for each tourist spot. Tweets
used for analyses were pre-processed using morphological
analysis, for which we used Mecab [25]. Additionally, we used
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TABLE I. TOP FIVE WORDS WITH HIGH BIAS IN UNIGRAM FOR EACH TOURIST SPOT.

Rank Class 1 Class 2 Class 3 Class 4 Class 5
1 Taito Ward Ota Ward Shibuya Ward Ota Ward Ota Ward
2 Harajuku Station Tokyo International Airport Shibuya Station Taito Ward Tokyo International Airport
3 Tokyo International Airport Passenger Terminal Setagaya Ward Tokyo International Airport Passenger Terminal
4 Shibuya Ward Chuo Ward Tokyo International Airport Passenger Terminal Taito Ward
5 Tokyo Teleport Station Haneda Airport Tokyo Teleport Station Tokyo Teleport Station Haneda Airport

Rank Class 6 Class 7 Class 8 Class 9 Class 10
1 Harajuku Station Ota Ward Tokyo Teleport Station Ota Ward Toyoshima Ward
2 Shibuya Ward Taito Ward Taito Ward Nippon Budokan Shibuya Ward
3 Jinbouchou Station Minato Ward Nippon Budokan Minato Ward Sunshine City
4 Taito Ward Shinjuku Ward Shibuya Ward Sumida Ward Nippori Station
5 Tokyo International Airport Nippon Budokan Tokyo International Airport Tokyo Teleport Station Arakawa Ward

the Good–Turing smoothed unigram language model in Kylm
[26] for extracting Unigrams.

To examine the usefulness for classification with linguistic
features, we divided tourist spots into 10 classes of {Class1,
Class2, · · ·, Class10} with class width of 10 based on the
rank. In this study, our focus is not to reproduce the ranking
of tourist spots on TripAdvisor completely, but to generate the
ranking incorporating changes in popularity of tourist spots.
Therefore, we set the number of classes to 10 for analyzing
features that affect large ranking fluctuations rather than small
fluctuations. Figure 1 is the result of comparing the difference
of Kullback-Leibler Divergence (KL-Div) between Unigrams
of linguistic features in each class. KL-Div has no symmetry
which is an axiom of distance. Therefore, it can not be
defined precisely as a distance. We confirmed the difference
of KL-Div for each class. We assumed that linguistic features
are useful for classification to a certain degree. Moreover, a
large difference from Class7 to Class10 exists on average,
which was regarded as caused by a special word distribution.
Although we also compared KL-Div in each class by month,
a similar tendency was apparent.

Table I presents results of comparing contribution rates of
wordwise KL-Div in each class; then it displays the top five
words of high bias. Many place names, station names, and fa-
cility names are apparent throughout all classes. Additionally,
we confirmed a similar tendency even when verified by each
month. As a cause for these results, we considered that many
tourist spots are located in some areas belonging to a particular
class. After examining the relation between the geographical
factor belonging to a particular area and the ranking of tourist
spots, we should consider whether a need exists to eliminate
these geographical words during pre-processing. For the results
described above, a certain difference is apparent between the
distributions of words on linguistic features. In addition, results
show that linguistic features contribute to the classification
of ranking tourist spots. However, Twitter has many noise
features, which implies that preprocessing and feature selection
are extremely important.

C. Discussion of statistical features

TABLE II. MEAN CORRELATION COEFFICIENT BETWEEN
DIMENSIONS OF THE DISTRIBUTION OF STATISTICS FOR EACH

TOURIST SPOT.

Date Time Character Emoji Emoticon Post Repeat Revisit
0.52 0.40 0.22 0.29 0.51 0.20 0.22 0.44

Next, we consider the distribution of statistical features
for each tourist spot. We compare the cumulative probability

distribution in the number of posting days of the week and
times (hereinafter, Date and Time) and the number of posted
characters, emoji, and emoticons (hereinafter Character, Emoji
and Emoticon), which are statistics by tweets for each tourist
spot. Similarly, we also compare the cumulative probability
distribution in the number of posts, repeat posts and revisits
(hereinafter Post, Repeat and Revisit), which are statistics by
users on Twitter for each tourist spot.

To examine the usefulness for classification with statistical
features, we divided tourist spots into 10 classes of {Class1,
Class2, · · ·, Class10} similarly to the process described in
Section III-B. Figure 2 is the result of comparing the cumula-
tive probability distribution of statistical features in each class.
Figure 2a presents the cumulative probability distribution of
each class. The horizontal axis shows days of the week, from
Monday through Sunday. We confirmed distinct differences
between the weekdays (0–4) and holidays (5–6) from data
shown in Figure 2a. Figure 2b portrays the cumulative prob-
ability distribution of posting times of tweets posted in each
class. The horizontal axis shows 24 hours in a day. A similar
tendency is apparent from Figure 2a between the daytime (6–
18) and night time (0–5, 18–23). Therefore, we consider that
these features make a certain contribution to classification.
Figure 2c displays the cumulative probability distribution of
the number of posted characters in each class. The distribution
in each class is complicated. Therefore, it remains unclear
whether this feature contributes to classification. Figure 2d
exhibits the cumulative probability distribution of the number
of posted emoji in each class. Because of differences in each
class, we can infer that this feature contributes to classification
to a certain degree. However, a high bias is apparent by the
number of occurrences of 0 throughout all classes. Figure 2e
depicts the cumulative probability distribution of the number
of posted emoticons in each class. We were unable to see
differences in each class. Therefore, this feature is not regarded
as contributing to classification.

Figure 2f is the cumulative probability distribution of the
number of posts by user on Twitter in each class. We were
able to detect a certain difference in each class. However, a
high bias exists by the number of occurrences of 1, similarly to
Figure 2d. Figure 2g is the cumulative probability distribution
of the number of repeat posts by users on Twitter in each
class. There are differences in each class and a high bias to
the number of occurrences of 0 similarly in Figure 2d and
Figure 2f. Figure 2h is the cumulative probability distribution
of the number of revisits by users on Twitter in each class,
which closely resembles Figure 2g. From the above, we were
able to confirm several differences in the distributions of
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posting times of tweets.
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c. Cumulative distribution functions based on
the number of posted characters on tweets.
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d. Cumulative distribution functions based on
the number of posted emoji on tweets.
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e. Cumulative distribution functions based on
the number of posted emoticons on tweets.
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f. Cumulative distribution functions based on
the number of posts by users on Twitter.
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g. Cumulative distribution functions based on
the number of repeat posts by users on Twitter.
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h. Cumulative distribution functions based on
the number of revisits by users on Twitter.

Figure 2. Cumulative distribution functions of the statistical features for each tourist spot.
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statistics by tweets and Twitter users. However, a high bias
exists in the distribution of statistics by Twitter users. We must
consider the influence of classification.

Table II shows mean correlation coefficients between di-
mensions of the features in each statistic. The criterion of
correlation is 0.4, which is generally regarded as representing
some degree of correlation. We should consider the possibility
of negative influence on classification by multicollinearity
because of a high mean correlation coefficient between di-
mensions in Date, Time, and Revisit. As described earlier,
a certain difference exists between the distribution of the
statistical features. We consider that several statistics, such as
Date and Time, will make some contribution to classification.
However, we must devote some attention to the influence of
multicollinearity in classification.

IV. EXPERIMENT

In this section, to model the ranking of tourist spots on
TripAdvisor for generating the ranking using tweets, we used
50 tourist spots in Section III-A. First, we analyze features
by logistic regression and perform ranking learning using the
result.

A. Classification

TABLE III. COMPARISON OF SUBSET ACCURACY BY LOGISTIC
REGRESSION WITH LINGUISTIC FEATURES.

Features Accuracy (+/- Error Rate)
Unigram 0.90 (+/- 0.02)
Unigram + IG 0.71 (+/- 0.02)
Unigram + TFIDF 0.92 (+/- 0.01)
Bigram 0.94 (+/- 0.01)
POS Unigram 0.26 (+/- 0.03)
Word2Vec 0.38 (+/- 0.03)

TABLE IV. TOP 20 WORDS WITH HIGH CONTRIBUTION RATES OF
SPEARMAN’S RANK CORRELATION COEFFICIENT (SRCC) OF 0.4
OR MORE IN CONTRIBUTION RATES BY LOGISTIC REGRESSION.

Word Coefficient
Collection 0.6261
Beautiful 0.6071
Walk 0.5860
Doing 0.5784
Fall 0.5599
Amazing 0.5342
Meal 0.5227
Buy 0.4644
Last night 0.4512
Meet 0.4497
Customer 0.4369
Good 0.3802
Many 0.3717
Flow 0.3438
Combination 0.3294
Ballet 0.3273
Old man 0.3082
Workplace 0.2948
Near 0.2648
Sit 0.2357

Here, we perform logistic regression and analyze effective
features for ranking learning from contribution rates. We
used the scikit-learn [27] algorithm for the implementation
of logistic regression. To generate the highest performance
model, we performed a grid search with five cross validation
for hyperparameters.

TABLE V. COMPARISON OF SUBSET ACCURACY BY LOGISTIC
REGRESSION WITH STATISTICAL FEATURES.

Features Accuracy (+/- Error Rate)
All Statistics 0.39 (+/- 0.03)
All Statistics - Emoji - Emoticon 0.40 (+/- 0.03)
Tweet Statistics 0.58 (+/- 0.02)
User Statistics 0.25 (+/- 0.04)
Date + Time + Character 0.64 (+/- 0.05)

We used linguistic features and statistical features for
logistic regression. For this experiment, we used four linguistic
features of Unigram, Bigram, Part-Of-Speech (POS) Unigram,
and Word2Vec. However, we performed feature selection with
Information Gain (IG) and Term Frequency-Inverse Document
Frequency (TFIDF) to Unigram by reducing dimensions of
the features below each mean value. As statistical features,
we used statistics by tweet (hereinafter, Tweet Statistics),
statistics by users on Twitter (hereinafter, User Statistics) and
All Statistics combining them in Section III-A.

For classification with logistic regression, we divided
tourist spots into 10 classes of {Class1, Class2, · · ·,
Class10} with the class width of 10 based on the rank.
Table III presents the subset accuracy of logistic regression
with linguistic features. This subset accuracy takes 1 when the
set of labels predicted by the test data exactly matches the set
of labels on the answer data in the multi-class classification.
As a result, the model generated by Unigram + TFIDF and
Bigram has the highest performances in linguistic features.
Because 3,521 dimensions of Unigram + TFIDF are far fewer
than the 1,203,938 dimensions of Bigram, we infer that the
effective features on Unigram + TFIDF were extracted by
feature selection for classification.

Table IV shows the top 20 words of classification contribu-
tion rates for which Spearman’s Rank Correlation Coefficient
(hereinafter, SRCC) is 0.4 or more in the classification model
in Unigram + TFIDF. As with Section III-B, we set the
criterion of correlation to 0.4. We were able to confirm that
”Collection”, which seems to express a short-term event and
”Beautiful” and ”Good”, which are favorable impressions of
tourist spots, are placed higher in the ranking. In the case of
comparing words solely by contribution rates, we confirmed
that many geographical words appear in the top of the ranking.
We consider that feature selection by rank correlation coeffi-
cient is useful to a certain degree.

Table V presents the accuracy of logistic regression with
statistical features. As described in Section III-B, some fea-
tures, such as Emoji and Emoticon, do not contribute to
the classification of ranking of tourist spots. In classification
with tweet statistics and user statistics, we confirm that the
classification with tweet statistics shows high performance.
Moreover, the higher accuracy of classification was recorded
by eliminating Emoji and Emoticon based on Section III-B.
As a result, Date + Time + Character, which differed in each
class and which were free from bias in Section III-B exhibited
the highest performance. As described previously, we consider
that user statistics did not make a contribution to classification
because of high bias. Next, we will model the ranking of tourist
spots by ranking learning after selecting features with a high
rank correlation coefficient of classification.
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TABLE VI. COMPARISON OF PAIRWISE ACCURACY AND MEAN
NDCG BY THE RANKING LEARNING MODEL WITH FEATURES: LF,

UNIGRAM + TFIDF; SF, DATE + TIME + CHARACTER.

Features Pairwise Accuracy Mean NDCG
LF 0.8864 0.8918
SF 0.6666 0.1741
LF + SF 0.8329 0.7692
LF (SRCC > 0.4) 0.7915 0.8998
SF (SRCC > 0.4) 0.6440 0.2038
LF + SF (SRCC > 0.4) 0.8528 0.8075

B. Ranking Learning
From the result presented above, we performed ranking

learning with linguistic features and statistical features to
model the ranking of tourist spots on TripAdvisor. We used
RankSVM, which is a ranking learning algorithm incorporat-
ing Kendall’s rank correlation coefficient to Support Vector
Machine, for which we adopted the algorithm of LIBSVM
[28] proposed by Lee et al. [29]. To generate the highest
performance model, we also performed a grid search with five
cross validation for hyperparameters.

As features for RankSVM, we used effective features for
classification in Section IV-A, which is Unigram + TFIDF
in Linguistic Features (hereinafter, LF) and Date + Time +
Character in Statistical Features (hereinafter, SF). Additionally,
we verify the usefulness of SRCC for ranking learning in each
feature.

Table VI shows pairwise accuracy and mean Normal-
ized Discounted Cumulative Gain (hereinafter, NDCG) of
RankSVM in each features. NDCG takes a value from 0 to
1. It is closer to 1 when the result of ranking conforms to
answer data, which is a widely used prediction result indicator
of ranking method. Additionally, we apply selected features for
which SRCC is higher than 0.4 in Table IV. Results show that
the values of NDCG were improved by feature selection with
SRCC in both linguistic features and statistical features. We
also confirmed a high performance of ranking learning while
combining both features. As a result, the model generated by
ranking learning with LF exhibited the highest performance.

V. DISCUSSION

We performed ranking learning by considering SRCC of
contribution rates by logistic regression. In terms of linguistic
features, from the accuracy of classification in Table III,
large differences exist among tourist spots. Many geographical
words were ranked higher when comparing the features solely
by contribution rates according to Section III-A. However,
considering feature selection by rank correlation coefficients,
we were able to confirm that words which give positive
impressions to tourist spots were ranked higher in Table IV.

We also discussed statistical features by tweets and Twitter
users. Regarding contribution rates, it is apparent that Date,
Time, and Character, which have statistics by tweets, have a
high contribution rate. However, we confirmed certain varia-
tions in the distribution of Post, Repeat and Revisit in Sec-
tion III-B. We consider that these statistics did not contribute
to classification because the bias to the number of occurrences
of 0 or 1 is too large. Additionally, we confirmed a certain
correlation for dimensions of the distribution of Date and Time
in Table II. Regarding multicollinearity, this is regarded as
negatively influencing the accuracy of classification. Therefore,

if we were to have sparse aggregation of statistics, then we
might improve the accuracy of classification with statistical
features.

In ranking learning, we performed feature selection based
on SRCC of contribution rates by logistic regression. Conse-
quently, NDCG recorded high performance for both linguistic
features and statistical features. We infer that feature selec-
tion by a rank correlation coefficient of contribution rates is
useful to a certain degree. Both pairwise accuracy and mean
NDCG were also the highest scores with linguistic features.
As described previously, the case of performing precise pre-
processing demonstrates that linguistic features are extremely
important for modeling the ranking of tourist spots.

Table VII presents the result of applying recent tweets to
the model in ranking learning by LF and LF (SRCC > 0.4),
which are high performance in Section VI. We confirm that
more tourist spots hold seasonal events at the top of the ranking
by Twitter than by TripAdvisor. For instance, ”The National
Art Center, Tokyo”, ”Sunshine City” and ”Tokyo International
Forum” are in the top three of the ranking. These spots hold
exhibitions, events or other activities frequently. Additionally,
there are some differences in ranking from the viewpoint
of rank correlation for feature selection. When the contents
of these increase, we can not determine if it is profitable.
Therefore, it is necessary to conduct an experiment by users.

As a result, we could confirm that linguistic features
are more effective for ranking of tourist spots incorporating
changes in popularity than statistic features. We speculate
that this is because the number of dimensions of our statistic
features is not enough to deal with this problem. Finally, the
result of our experiment demonstrated that tourist spots which
hold events frequently are ranked higher by applying recent
tweets to the model in ranking learning. Although further
experiments would be required, we could also confirm that
the values of NDCG are improved by considering SRCC of
contribution rates.

VI. CONCLUSION AND FUTURE WORK

As described in this paper, we generated a ranking that
incorporates popularity variation by modeling the ranking of
tourist spots on TripAdvisor using tweets. Twitter has numer-
ous noise posts. Therefore, we performed feature selection by
a rank correlation coefficient of contribution rates by logistic
regression. Results demonstrate that we were able to improve
the performance of the model in ranking learning. Eventually,
the model by RankSVM showed the highest NDCG of 0.89.
However, pairwise accuracy decreased from the highest score
of 0.88 to 0.79.

Future work must address the contribution rates themselves
by logistic regression for feature selection. As described in this
paper, we used only rank correlation coefficients for feature
selection because the contribution rate of geographical words
to classification is too large. Therefore, we expect improvement
of classification accuracy in ranking learning by eliminating
geographical words during pre-processing. Additionally, it is
necessary to consider evaluation after proposing ranking by the
proposed method to the user. From results of demonstration
experimentation, we expect to verify whether tourist spots to
enjoy most at the time of visit are suggested in the ranking,
which is information that users actually need.
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TABLE VII. TOP TEN TOURIST SPOTS BY THE RANKING OF TRIPADVISOR AND TWITTER.

Rank TripAdvisor Twitter Twitter (SRCC > 0.4)
1 Ryogoku Kokugikan The National Art Center, Tokyo Sunshine City
2 Asakusa Sunshine City The National Art Center, Tokyo
3 Roppongi Hills Tokyo International Forum Tokyo International Forum
4 Chidorigafuchi Bunkamura Bunkamura
5 Happoen Garden Roppongi Ameya Streets
6 Meiji Jingu Shrine Yanaka Cemetery Spa LaQua
7 Tokyo Camii & Turkish Culture Center Odaiba Palette Town Omoide Yokocho
8 Senso-ji Temple Ginza Namiki Streets Roppongi
9 Tokyo Metropolitan Government Buildings Ryogoku Tokyo Character Streets

10 Tokyo National Museum Kitanomaru Park Imperial Palace
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Abstract – Many companies are aware of the benefits of using a 
template in SAP implementation. This research paper deals 
with the question of how a company uses a template in a business 
process management environment and, above all, what happens 
when there are requests for changes to the template. Based on a 
literature review and personal interviews, this article describes 
the promises that manufacturing companies make about the 
template implementation within SAP business process 
management and why an overarching goal could be: ‘Defend the 
template’.  
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I. INTRODUCTION 

During this research on the relationships between 
Business Process Management (BPM), maturity models and 
the utilisation in the environment of SAP Enterprise Resource 
Planning (ERP) systems, one of the interviewees provided the 
following slogan regarding the introduction of SAP business 
processes and the usage of templates: "Defend the template". 
The application of this slogan was described by the 
interviewed expert as a fundamental principle for process 
standardisation and process implementation in his company. 
In general, templates are used when implementing SAP 
business processes. There are numerous examples in the 
literature, and the author is also aware of this from practical 
experience in SAP projects. 

Foth [1] defines a template as a unified set-up containing 
the necessary documentation and programmes for 
construction of a new system. The use of a template offers 
numerous advantages, for example: 

 reduction in costs of system development [2] 
 re-use of processes among various enterprises  
 reduction of required manpower [3] 
 increased level of conformity and data 

consistency [4] 
 greater stability of business processes 
 quicker worldwide process improvements [1]. 

The given slogan of "Defend the template" raised the 
question of how the defence of a template can support the use 
of process templates in business processes. This paper 
considers the slogan and examines how templates are used by 
the interviewed experts in standardising and harmonising 
business processes. 

Following this introductory section, Section 2 discusses 
the relevant literature and develops the research question for 
this paper. Section 3 describes the research methodology. 
Section 4 provides a summary of the findings. Section 5 
contains an analysis for the research question, and finally, 
Section 6 presents the conclusion and suggestions for possible 
future research.  

II. LITERATURE REVIEW 

With the globalisation of business activities, there is a 
growing need to structure and shape business across an 
enterprise. For example, when setting up an overall process, 
binding corporate rules should be integrated [5].  

In general, ‘the main goal of process standardisation is the 
development of one standard or best-practice process to be 
used as a template for all instances of the process’ [2].  Gavidia 
[4] illustrates that it is common practice to develop a template 
as the base configuration for all areas and locations of a 
company to increase compliance and data consistency. This 
new template will then have a consistent set of reports and will 
be adapted to the existing business processes within the 
company. 

Systems like SAP ERP offer a variety of "best-practice" 
processes that exist for different industries and business 
processes. However, for various reasons, the suggested best 
practice does not work for most companies: thus many 
companies define their own BPM templates to meet their 
specific needs [6]. In addition, it may be necessary to 
distinguish between a global template and local requirements, 
and to define mechanisms that solve the problems resulting 
from these differences [7]. 

From an Information Technology (IT) perspective, it 
makes sense to standardise business processes and their 
configurations and transactions. Costs are reduced if IT 
processes do not have to be changed and if the business can 
adapt to the IT, rather than vice versa [8]. However, this 
approach is criticized in the literature. For example, Gavidia 
[4] reports that blanket implementation of a uniform template 
reflects at the failure of management and does not ensure that 
the process fits with existing customer relationships. A 
process template can only be effective if it takes into account 
the knowledge and requirements of all areas of a company. It 
is not sufficient for the template development to only consider 
a basic IT process or system from the parent company. 
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For successful template implementation, all employees 
and groupings must be included. Only then can productive 
implementation be carried out successfully, with employees 
understanding the benefits and accepting the changes. A 
company should also consider that a template rollout requires 
a long-term implementation phase, which can take 2–5 years, 
and may require a budget of $10 million or more [7]. 

The enforcement of a template is a practical difficulty in 
the process rollout. Often, this causes problems for a company 
gets stuck and business goals are affected. A global template 
must be approved and accepted by all companies and 
employees. This requires discipline from all employees 
involved in the implementation of the template, because 
things may be repeated during the rollout or there may be 
resistance against the implementation [5].  

The literature describes what a template is and how it can 
be defined. Additionally, statements in the existing literature 
show that the implementation of a template can be quite 
difficult. We must consider:  what instructions should be given 
to a team introducing a template? What different personal 
recommendations can respondents give in addition to the 
literature? The literature recommends the use of templates: 
however, can a slogan like "Defend the template" support the 
introduction of a process template? Based on these issue, the 
research question (RQ) of this paper can be defined as: 

RQ: How and why can the slogan "Defend the template" 
support the use of process templates? 

III. RESEARCH METHODOLOGY 

The research philosophy for this paper adopts a post-
positivist position and is based on the perspectives of Ryan [9] 
and Guba [10]. The goal of research from the post-positivist 
perspective is to generate new knowledge that other people 
can learn from and on which they can base their own decisions 
[11].  

For this research, semi-structured and in-depth interviews 
are used to gather practical experience of companies that use 
SAP templates and BPM. These interviews are followed by an 
analysis of the best explanation regarding the collected facts, 
and this is done within an abductive approach [12]. 

As an explanatory study, described by Collis and Hussey 
[13], this research uses interviews with experts who have 
already gained practical experience in the areas of BPM in 
ERP projects and the use of SAP templates. It is quite possible 
that the inclusion of other experts would have led to a different 
result, but from the post-positivist position, this research 
understands that the world is much more complex than the 
opinions of some experts suggest. 

To address the research question, this research combines 
two research methods. Semi-structured interviews are 
conducted with experts in their field. In addition, a brief 
literature search is carried out. The goal of this combination is 
to achieve greater depth within the research and the complex 
environment being studied [14]. The following Figure 1 
illustrates the research strategy and the different sources used 
for this research: 

 
Figure 1. Method of data collection and analysis 

The time horizon for this research is a cross-sectional 
snapshot study [15]. The research analyses the current 
practical situation and evaluates the state of affairs at the time 
of the study [16]. 

For the interviews, an expert is defined as a person who 
has experience in the areas of SAP and BPM. As a prerequisite 
to be an expert in this context, practical experience of 
approximately ten years or more in the mentioned areas is 
expected. Due to the small number of interviews, this research 
does not differentiate between which module of SAP these 
experts use or within which industrial sector they currently 
work. This research paper has the general objective of 
analysing the slogan "defend the template" in term of the 
general standardisation and harmonisation of process change 
programs within SAP environments.  

Respondents were selected with the aim of gaining as 
much expert knowledge as possible from practice. Using 
semi-structured interviews provided flexibility to scrutinise 
the understanding and explanation of the experts’ opinions 
[17]. 

The qualitative data analysis and the comparison of the 
transcribed interviews were supported by using the software 
tool MAXQDA. The coding functionality of the MAXQDA 
tool was used to analyse the experts’ answers. The software 
was used to manually encode the qualitative data within the 
interviews and to obtain an overview of all the experts’ 
answers based on the encodings. 

Due to the small number of interviews, the aim is not to 
reach an overall and general conclusion for all industries, 
organisations or SAP modules. However, the results of this 
research paper could be used as part of the theoretical 
grounding for further research projects.  

IV. FINDINGS 

The search for potential interviewees was conducted 
within the author’s personal network of business and personal 
contacts in Germany, Austria, and Switzerland. A total of 64 
people were identified as potential experts in the business 
process and SAP environment. These people were then invited 
for an interview. From this initial pool, 11 people confirmed 
that they were willing to be interviewed. The personal, face-
to-face interviews revealed the following findings, which the 
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experts have identified in their day-to-day business when 
using SAP and business process templates. All statements and 
insights described here are the personal opinions of the 
experts. Due to the total duration of the interviews being over 
14 hours combined, only excerpts can be presented here. 

The experts explained within the interviews that the SAP 
ERP system offers a variety of "out-of-the-box" business 
processes for the general SAP system, as well as for special 
sectors, such as real estate or the pharmaceutical industry. 
With these basic processes, a company can cover almost all 
of its standard process cases and can set up a solid basis for 
its daily business processes. Such SAP processes support a 
company in standardising its processes and implementing 
them relatively quickly. For example, sales processes are 
similar in different companies and across different industries. 
It is helpful to use a standard SAP template for the best-
practice approach as starting point, and to show all the steps 
that belong to a process sequence. In this standard SAP 
process template, there is a lot of industry expertise that has 
been accumulated from various industries and many projects. 
However, this does not mean that this template has been 
optimised for a particular company, nor that the company’s 
own process steps have that have been developed and 
implemented in-house, cannot deviate from the SAP process 
specifications. The experts pointed out that such an approach 
with given SAP processes is usually only used if a company 
has no existing processes or IT infrastructure.  

Normally, a company has already gained its own 
experience and has established its own process flows. 
Therefore, it would not fully use the SAP "best-practice" 
standard template, instead developing its own process 
template. This template must then have a certain degree of 
flexibility. A tax-paying process in Germany is different from 
on in, say, Brazil or India. Therefore, process templates must 
be generated that can be applied globally across all countries. 
These processes must have a certain amount of local variation 
because of the different rules. Local adaptation must only be 
set up where a process, or a process step, is genuinely local 
and cannot be supported by a global SAP template. However, 
this means that the development of a company’s own solution 
has nothing to do with the global template, and thus a shadow 
process is created, which is only used for local requirements. 
The disadvantage is that process adaptation then becomes 
more difficult because the adaptation is known only locally, 
on the level of one company or business unit. 

A process template should be as flexible as possible from 
the beginning of the set-up. It should be scalable and 
applicable to specific local needs. In the interviews, the 
experts mentioned this as the biggest challenge for a process 
template. It must be considered whether new requirements 
that emerge can still be incorporated into the applied process 
template, and how quickly changes can be implemented 
company-wide. Therefore, a process template must allow for 
a certain amount of agility. 

Regarding the use of standard processes, one expert 
mentioned the practical problem that business consultancies 

frequently use standard SAP templates without examining the 
individual processes within a company. This means that 
templates are established without optimising the existing 
processes to suit into the special behaviours of each company.  

The experts also want to achieve harmonisation and 
standardisation of the process world through the introduction 
of a process template. This means that not every local 
manufacturing facility conduct its business according to a 
business process it wants and likes, but that a company-wide 
standard is set up and must be followed. The more complex 
and individualised the established processes are, the harder it 
is to run the business on one new company-wide process 
template. Uniform processes can create synergies and clarity, 
and a process template should help to minimise fragmentation 
and process variations in the company.  

One expert explains that, when the processes are described 
in much more detail, it is no longer a template description, but 
more like a localisation. Localisation of processes is a 
challenge because it can only be developed in collaboration 
with the local business departments. One expert highlighted 
that the business must then maintain the processes, because 
only the local team knows how they really work. Another 
expert declared that the aim is to provide a standardised 
process template that is not a localisation and could be 
protected against further splitting and any diversification 
within the organisation. 

Based on the previously discussed findings, one 
interviewee mentioned the slogan "Defend the template". The 
goal of the slogan is that a business should no longer be able 
to make decisions on process changes. Another expert also 
declared that a template should be a leader for all processes, 
with functional processes introduced via a company-wide, 
valid template. The question is then no longer how the 
individual divisions or areas carry out task; instead, one valid 
process is established throughout the whole company. A 
process in the enterprise can then only be arranged based on 
these template specifications; however, there exist a number 
of different variations, which are offered by a catalogue 
structure within the template. By minimising process 
diversity, companies expect enormous savings potential. 

The goal of a process template must be to offer stable and 
mature process solutions for a company. These processes are 
then rolled out company-wide, and it is ideal to undertake a 
process without local on-site adaptation, because these local 
adaptations cost in term of time, money, and manpower. 

One difficulty is to avoid being too detailed in process 
description for a template. The more detailed the description 
of a process, the more likely it is to be a description of 
localised or specific particularities. The goal must be to 
develop an enterprise-wide process template that works 
equally well in a five-person facility as for a business unit with 
800 employees in another country. 

It is important that a business should learn that not every 
process has to be individualised, and that specific and 
individualised processes are rarely the best solution for a 
company. Using fewer individualised solutions and more 
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standard process templates means that process changes can be 
implemented more quickly. Every process change, every 
system transport, and every release change could collapse and 
thus carries a significant risk, which is reduced if there are 
fewer variations in the template catalogue that need to be 
taken into account. 

The slogan "Defend the template" aims to encourage the 
optimal use of process templates. With this harmonisation, 
businesses should and can be convinced that the use of 
standard processes is not a negative approach.  

Even if a template is to be defended, it must be possible to 
change it; however, such a change should never be decided by 
a business entity itself. The sovereignty over processes must 
be located with a superordinate process organisation, which 
consists of, for example, process owners and process 
managers. Only this process organisation can decide whether 
and to what extent processes can be changed or whether a 
business unit may use a local adaptation. 

V. ANALYSIS 

The defined research question for this document is: How 
and why can the slogan "Defend the template" support the use 
of process templates? From both the literature review and the 
expert interviews, a generalised answer to this research 
question can be proposed as follows: 

Both research methods have shown that there is a risk of a 
lack of standardisation and harmonisation of process 
templates leading to too much diversification. A company 
must be careful to avoid this. Applying the slogan "Defend the 
template" can encourage companies to realise that a new 
deviation in the standard process template can lead to 
difficulties with future system changes. 

Companies need to be aware that harmonising and 
optimising global business processes in an SAP landscape is 
an extensive project that can last for years. If a template has 
more variations, it will be more difficult and time-consuming 
to maintain this template, and to manage every future 
changing process within it. Companies should search for the 
lowest common denominator and defend the existing template 
as far as they can. 

If there is a great need within a company to capture and 
document processes, then the company should set up business 
process management. Within the change process, the 
company can visualise, sort and structure its BPM. During this 
reorganisation, it can often be identified that processes in 
different business units are similar. A process template must 
be built from these documented and structured processes, 
including all recognised process flows, and, if appropriate, 
excluding certain process features and declaring them invalid. 
In the practical implementation and introduction of the newly 
developed processes, the process team then has the task of 
establishing and defending these process templates and 
processes, even if they encounter resistance. Just because a 
process has been carried out in a company for years in a 
particular way does not mean that this approach was the 
optimal solution for the business. However, when such a 
traditional and established process is changed, it is important 
to clarify why the new solution is a more effective approach, 
and to present it benefits to all parties involved. Especially in 
such a case, the new process template must be defended, even 
if there may be strong resistance to it.  

The slogan "Defend the template" is only one essential 
step in a procedure for investigating process change requests. 
The difficulty is estimating the extent to which a template 
should be defended, as there can be legitimate doubts that a 
particular process template is the optimal solution for a 
company. In this case, a process owner or a process 
organisation must decide either to change the process, or to 
apply a local adaptation. Decisions in such exceptional cases 
should not be made by a business unit itself, but by a superior 
process organisation, which is responsible for the process and 
thus has to approve a change or local adaptation. 

After analysing the literature and the expert interviews, 
this research developed a procedure for changing a process 
template. The goal was to develop an easy-to-handle business 
process model to defend possible process changes. Such a 
procedure could consist of the steps shown in Figure 2. This 
figure contains two important gateways for a process change. 
First, the process organisation must be informed about a 
desired process change. If the process organisation already 
knows about the desired process change and has opted for 
another solution, then this alternative solution must be 
defended. The same applies to the second gateway. If the 
central process organisation does not accept a new change 
request, this decision must be defended by the process 
organisation against any resistance that may arise.   
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Figure 2. Business process model 

for process change 

The process steps described in Figure 2 demonstrate that a 
template can be defended in several different locations within 
a process change. The advantage of this rigorous approach is 
that an escalation in local adaptions and shadow processes can 
be avoided. 

VI. CONCLUSION AND FUTURE WORK 

The results of the literature review and the expert 
interviews suggest that a suitable compromise must be found 
between standardisation, (i.e., the usage of templates) and 
flexibility to adapt to local requirements (by coordinating with 
the organisation). The practical experience of the experts 
interviewed in this research demonstrates that the slogan 
"Defend the template" can also be useful. The 
recommendations of the literature and the respondents should 
be followed, and the processes of all units within a business 
should be considered before a process template is created. 
Despite this preliminary work, a process template may have 
to be adapted later, but this adaptation must be coordinated by 
the process organisation and must not be decided locally by a 
single business unit. As long as an adaptation is not supported 
by the process organisation, the slogan "Defend the template" 
applies, as exemplified in Figure 2. 

This investigation has only interviewed a small numbers 
of experts. It is quite possible that the inclusion of other 
experts or diversification into different industries, 
organisations, or SAP modules would have led to different or 
additional results. Future research should closely examine the 
argument of this paper and also consider diversification across 
different areas and industries. In addition, further research 
with more participants could significantly increase responses 
and lead to more diverse outcomes and analysis. 

Future work could confirm the results of this research 
paper by conducting an online survey to check whether the 
illustrated process steps are acceptable to the participants in 
the business practice. An online questionnaire would, allow 
the collection of a larger amount of data from more 
participants in a shorter time and a more flexible manner than 
personal face to face interviews [15]. Participants should 
include a variety of people, such as users, process managers, 
researchers, and consultants for SAP and/or process 
management. 
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Abstract—In the proposed concept, an ontology-based infor-
mation model is designed to support the data-driven model
development process of industrial energy systems. Smart Services
for data-driven model development are conceptually deployed in
the context of the Reference Architecture Model for Industry 4.0
(RAMI4.0) residing inside the information layer. The ontology-
based Smart Service architecture provides interoperability by
means of data integration and data exchange between for various
applications, part of the functional layer. Due to its modular struc-
ture, these Smart Services and their functional enhancements can
easily be extended and used by a variety of other applications at
different layers of the RAMI4.0.
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I. INTRODUCTION

Currently, a number of research projects and development
efforts address the further digitalization in the industrial sector
[1], which is often called the fourth industrial revolution or
Industry 4.0. Besides digitalization, the main goals of Industry
4.0 are optimization and customization of production as well as
enhanced automation and adaption [2]. In this context, Industry
4.0 can also facilitate the sustainable energy transition [3].
Technology of Industry 4.0 is a forerunner to let the plant’s
energy demand become more controllable and providing means
for flexibility, which helps to integrate a higher share of
volatile renewable energy sources into the energy system. To
utilize this flexibility of industry processes, model-based and
predictive control strategies are suitable to handle the conflicts
between different objectives and constraints [4]. This allows a
factory to react, for example, to a demand response request,
while meeting the production constraints. Accurate process
models are obligatory for this kind of applications. Developing
such process models, however, is the most challenging and
time-consuming task in an implementation process [4] [5].
One reason for this is the cumbersome manual analysis of
data from heterogeneous sources, which often have insufficient
data quality, are only partly available [6] or stored in different
formats, encodings and databases. Data-driven model develop-
ment also relies on implicit domain knowledge [7], which is
often scattered and not clearly communicated by the domain
experts or hard-coded into various applications. In order to
reduce the model development effort and facilitate knowledge
reuse, systematic data and information management is a vital
part in oder to increase data quality and consistency, as well
as make it available over the whole plant life-cycle.

The goal of this work is to develop a framework for
systematic support of data-driven model development in the
context of industrial energy systems. Comprehensive infor-
mation management is achieved explicitly by stating domain
knowledge and making it available for different services in a
formal ontology-based information model. This ontology will
act as a semantic abstraction layer, to facilitate integration of
different kinds of data.

In Section 2, the data-driven model development process
will be discussed. It will be stated how information, which
is stored in a formal ontology, could support the individual
process steps. A service architecture will be introduced in
Section 3, that facilitates the reuse of stored knowledge in
the context of Industry 4.0.

II. DATA-DRIVEN MODEL DEVELOPMENT PROCESS

Data-driven models are usually identified during the opera-
tional phase of the plant using process data and are developed
for a certain purpose or application, like plant control, mon-
itoring, optimization, prediction or performance assessments.
The main steps in the data-driven model development process
for industrial processes are described in [8].

The first step is to decompose the process and its data
based on process knowledge, like location of the components
and the plant topology. If this knowledge is available in a
machine-readable form or formal ontology, this step can be
automated.

Afterwards, pre-processing of the data has to be performed,
like removing outliers, normalizing the data, filling or esti-
mating missing data and synchronizing the sampling rates of
different process variables. Data analysis methods can be used
in combination with domain knowledge from the proposed
ontology to analyze and semantically enrich the time series
data, e.g. to add reliability metrics to the data points. Also,
inconsistencies like falsely labeled data or outliers can be
identified automatically, if semantic information of a certain
data point is available.

The subsequent step of sample and variable selection is
very crucial as different operating conditions can occur in the
monitoring data. The samples should be chosen with regard to
the scope of application, in order to be able to train an accurate
model. Therefore, domain knowledge has to be applied which
should also be made explicitly available in the ontology to
support this step.
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The final model selection and identification can be per-
formed in an iterative way by the control engineer. Design
decisions, used training and evaluation data, as well as model
performance are also important information, which should be
stored in an ontology, to enable comparison and reuse of
different component models.

III. ONTOLOGY-BASED SMART SERVICE ARCHITECTURE

For Industry 4.0, an architectural reference model
(RAMI4.0) is available, which combines all elements and IT
components in a layered model, taking into account life-cycle
aspects [9]. In the context of RAMI4.0, a service-oriented
architecture for ”Smart Services” was proposed in [10]. We
build on this idea and apply it to support the data-driven model
development process by offering services, which can be located
on different layers and hierarchies in RAMI4.0, in particular
on the Information and Functional Layer.

Figure 1 shows the architecture of the proposed services at
different layers of RAMI4.0. The data is available in various
databases an formats. An ontology-based information model is
used as a foundation for interoperability and data integration.
Engineering data as well as operational data are integrated with
the help of this ontology. The information model is one of the
main components, which consists of smaller, interlinked on-
tologies. These are specialized for certain services or describe
general concepts, like plant topology, plant components, etc.
Existing information models, like the P&ID specification of
the DEXPI initiative [11] should be reused and adapted. These
ontologies manage data access and data exchange between
different services. Process data, which typically occurs as time
series, will stay in their databases, as these are optimized for
this kind of purpose, but are accessible through the ontology
to facilitate data integration. Thus, the ontologies can be
connected to a ”Linked Factory Data” repository and new
information can easily be added into the modular ontology.
The available services and their capabilities can also be stated
in the ontology itself, to enhance interoperability.

The base service for data-driven model development is the
”Smart Data” service, which is able to automatically analyze,
pre-process and validate the available data, utilizing informa-
tion from the ontology. For data-driven model development,
a ”Model Identification” service will be established, which
uses domain knowledge from the ontology to find related
input data to a certain model component and to support the
model developer with information of the plant’s operating
conditions and perform proper sample selection. Information
on the identified model will be stored in the ontology as well,
to enable model comparison and reuse. The ”Linked Data
Management” service is the central point for entering and
maintaining the ontology-based information model itself.

Based on the proposed architecture, additional services and
applications on the different layers of RAMI4.0, like ”Op-
timized Control” or ”Fault Detection”, can be implemented,
which are also able to use and contribute to the information
stored in the ”Linked Factory Data”.

IV. CONCLUSION

The goal of this work is to develop a systematic support
for a data-driven model development process in the context
of industrial energy systems. The proposed ontology-based
architecture can help to reduce the manual and error-prone

Figure 1. Ontology-based Smart Service Architecture

modeling effort and increase the quality, consistency and
expressiveness of the available data. The next steps will be
to specify the information which has to be included into
the ontology and evaluate different methods for ontology-
based data access. Afterwards, a real use case of an industrial
production plant will be used to implement a ”Smart Data”
and ”Model Identification” service as proof-of-concept.
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Abstract—This paper presents a concept for the combined ap-

plication of information models in automation as a basis for a 

service-oriented, component-based architecture of Manu-

facturing Operation Management Systems (MOM). It will be 

shown how the information models of the Automation Markup 

Language (AutomationML) and the OPC Unified Architecture 

(OPC UA) can be integrated into the Business To Manu-

facturing Markup Language (B2MML). This allows achieving 

an improved transparency and availability of process data and 

knowledge data within automated manufacturing processes. 

Here, the extension functionalities and the transaction 

specifications of B2MML are used. Finally, an application 

example is shown and is discussed. 

Keywords – Automation; Model integration; B2MML; 

AutomationML; OPC UA. 

I.  INTRODUCTION 

In automated production, the organizational architecture, 
driven by increasingly powerful hardware, higher network-
ing, and developments, such as the Industrial Internet of 
Things (IIoT) or Cyber-Physical Production Systems 
(CPPS), is changing from the classical pyramid structure to 
component-based architectures (Fig. 1). This applies both to 
the hardware, i.e., Personal Computers (PCs), Programmable 
Logic Controllers (PLCs), and field devices, and to the 
software used for tasks in the different company levels, e.g., 

Manufacturing execution System (MES) or Enterprise 
Resource Planning (ERP) [1].  

This also results in new requirements for the form and 
availability of data and information within these distributed 
structures, e.g., addressing decentralization, interoperability 
and virtualization. The same applies to an information mod-
el, which needs to meet these requirements [2]. In the follow-
ing, a concept for such a heterogeneous information system, 
consisting of OPC UA, B2MML, and AutomationML, is 
presented for a component-based organizational structure 
with a service-oriented architecture. The main advantage of 
this approach is given by the integration of existing infor-
mation models into a harmonized information system. 

II. INFORMATION MODELS IN AUTOMATION 

In the automated manufacturing, numerous different in-
formation models are used. Due to their different focus and 
degree of detail as well as other characteristics, such as 
service suitability and legibility, however, they are not all 
equally suitable for all aspects at every (company) level [11]. 
Among other things OPC UA [3], AutomationML [3], and 
the IEC 62264 implementation B2MML are three models 
that cover the required information spectrum for a MOM 
[11]. These are briefly presented below. Especially the 
elements of B2MML, which are used in the application 
example in section V, will be explained detailed.    

 

Figure 1.   Development of the automation pyramid 
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A. OPC UA 

The standard OPC UA (IEC 62541) defines an object-
oriented, flexible industrial information model with a defined 
communication protocol. The OPC UA architecture follows 
a Service-Oriented Approach (SOA). Its structure consists of 
several layers. All basic services (base services) defined by 
OPC UA are abstract method descriptions. Thus, they are 
protocol-independent and provide the basis for the entire 
OPC UA functionality. The communication layer provides 
access to these methods using a protocol that serializes and 
deserializes the data and sends it over the network (in binary 
or XML format) [4]. 

The OPC information model is a so-called full mesh net-
work of nodes. A node resembles an object from object-
oriented programming and can have attributes. It is also pos-
sible to define and call methods [4]. Furthermore, events are 
supported that can be sent to exchange certain information 
between devices. Further information models, e.g., for 
specific application domains, can be based on this base layer 
[4].  

B. CAEX and AutomationML 

AutomationML is a neutral, XML-based data format for 
the storage and exchange of plant design and engineering 
data. It is based on the Computer Aided Engineering 
Exchange (CAEX) data format defined in IEC 624242. The 
primary goal of AutomationML is the exchange of 
engineering data in a heterogeneous tool landscape of 
modern engineering tools, covering various disciplines such 
as mechanical design, electrical design, HMI development, 
PLC programming or robot control. AutomationML is 
standardized in IEC 62714. It supports the integration of 

other file formats. In particular, the integration of PLCopen 
XML [5] is provided for embedding PLC programs and 
logic, while COLLADA format [6] is intended for geometry 
information [7]. 

C. IEC 62264 and B2MML 

The international standard IEC 62264 defines models, ac-
tivities, and data exchange for Manufacturing Operations 
Management systems. B2MML [8] is an XML 
implementation of the IEC 62264 specifications in the form 
of XML schemata, which is designed as a link between ERP 
and materials management (supply chain) and to the 
production level [9]. Part 2 of IEC 62264 defines objects and 
attributes for the integration of enterprise management and 
control systems. This includes the resource types Personnel, 
Equipment, Material, and Physical Asset as well as the 
production process type ProcessSegment. In the following, 
the equipment model (Fig. 2) and the process segment model 
for the resources are explained in more detail. 

1) The role-based equipment model of IEC 62264 
Each Equipment resource can be composed of other 

Equipment resources and aggregates Equipment Properties. 
It can also be defined using one or more Equipment Classes, 
which can have any number of their own class properties. 
Test specifications can also be defined for Equipment and 
Equipment Classes and their properties (Fig. 2). 

Equivalent models are defined for the other resource 
classes Personnel, PhysicalAsset, and Material [10]. 

2) The process model of IEC 62264 
Process segments in IEC 62224 are defined as the small-

est elements of manufacturing activities that are visible to 
business processes. The process model is hierarchically 

 

Figure 2.  Equipment model IEC 62264 [10] and B2MML – Implementation of EquipmentType [8] 

 

 

29Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-690-3

eKNOW 2019 : The Eleventh International Conference on Information, Process, and Knowledge Management

                            37 / 41



structured, i.e., each process segment can contain further 
subordinate process segments. The interdependencies 
between the process segments are realized by references in 
the form of ProcessSegmentDependencies. All resources can 
be aggregated from process segments as resource 
specifications via references. The processes in turn can 
correspond with operation or product definition segments 
[10]. 

3) The transaction model of IEC 62264 
Part 5 of IEC 62264 defines transactions for the exchange 

of information between applications of business processes 
and applications of manufacturing processes. The extensive 
transaction specifications are one of the main reasons for 
using B2MML as a data model in this concept. The 

GET/SHOW transaction mechanism is briefly explained 
above (Fig. 3). The transaction model for GET and SHOW is 
the PULL transaction model. It is used when a user submits 
a data request to an information provider. A GET request can 
be issued for a specific object via its ID, or by means of a so-
called "wildcard" (*) for several objects (Fig. 3) [15]. 

III. HETEROGENEOUS INFORMATION MODEL FOR MOM 

AS A DISTRIBUTED SERVICE-ORIENTED SYSTEM  

As already explained above, there are mechanisms in 
both OPC UA and AutomationML to integrate and use other 
information models. In OPC UA and AutomationML, 
Companion specifications exist, for example for ISA-95 
(B2MML) [12] [13]. In addition to COLLADA and 
PLCopen XML, other information models – such as 
B2MML – can also be integrated and referenced in 
AutomationML [14]. From the point of view of the 
enterprise level, these two variants are bottom-up 
approaches. Thus, information from or for the enterprise 
management level (ERP) is represented in information 
models of the plant and process control level (OPC UA, 
AutomationML). If this information was not already created 
in the modelling using companion specifications, it must be 
integrated into the respective model by transformation. This 
is  

 costly 

 error-prone 

 complex and difficult to read 
To solve this problem, this paper presents an approach in 

which the information models of OPC UA and Automa-
tionML are integrated into B2MML (Fig. 4 and Fig. 5). This 
allows using information from all three models in 
combination without having to modify the information 

 

Figure 3. Transaction in IEC 62264 [15] 

 

Figure 4. Integration of OPC UA and CAEX schema elements in the B2MML model schemata 

 

Figure 5. Enhancement of the Equipment Schema of B2MML [8] with OPC UA and AutomationML elements  
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structure of the individual information blocks, or to adapt 
them. This paper does not deal with the interoperability and 
transformation of the treated information models; these 
mechanisms remain unaffected by this concept. Never-
theless, their necessity can be reduced, because in the 
presented concept every stakeholder normally gets the 
needed data in the suitable format (Fig. 6). 

IV. INTEGRATION OF INFORMATION MODELS FROM 

AUTOMATIONML AND OPC UA INTO B2MML 

B2MML provides so-called extension points for the 
extension of all main classes such as process segments or 
resources (Equipment, PhysicalAsset, Personnel, and 
Material). These are used to include additional information 
structures in the model or in the corresponding submodels.  

The following demonstrates how this mechanism is used 
to extend B2MML with the information models of OPC UA 
and AutomationML. The first step is to import the basic 
information models, i.e., the XML schemata of Automa-
tionML (CAEX) and OPC UA, into the B2MML schema 
(Fig. 4). Then the partial models, into which corresponding 
data are to be inserted, can be extended accordingly. Figure 5 
shows the extension of the B2MML equipment model by an 
AutomationML information and an OPC UA configuration. 

It should be noted that, in the case of AutomationML, 
external references can be used to link the contents of other 
(XML) files. If this option is used, the schemas of these 
models and the referenced files must also be included. In the 
case of the PLCopen XML and COLLADA, these are the 
corresponding schemas found in [5] and [6]. 

There are two requirements for enabling communication 
for this extended B2MML schema: Both communication 
partners must have implemented (i) the transaction function-
alities defined in [15] and (ii) the B2MML XML-schema 
extensions as described above. In case of AutomationML the 
ChangeMode attribute of AutomationML [16] and the 
transaction concept of B2MML have to be combined and 
synchronized. Table I shows the resulting affiliation. 

For each transaction of a B2MML element including 
CAEX code, the appropriate AutomationML ChangeMode 
parameter has to be set. The following example illustrates 
how this extension can be used in practice, and which 
advantages result from it. 

V. APPLICATION EXAMPLE: INFORMATION ON PLANNING, 

SIMULATING, AND EXECUTING A PRODUCTION PROCESS 

RESTRUCTURING WITH EQUIPMENT REPLACEMENT 

The described application case deals with a process re-
structuring in a process chain. The process shall be changed 
from injection molding to 3D printing within an automated 
production process for the manufacturing of an element 
made from plastic. During the restructuring, as little interfer-
ence as possible shall be made in the production flow of the 
other processes running. For this purpose, following ques-
tions must be answered and work steps carried out.  

 What is the actual status of the plant (Monitoring: 
OPC UA)? 

 Which operations and processes as well as 
interrelated processes are affected (ERP: B2MML)? 

 Which resources are affected, deleted, or required 
(ERP: B2MML)? 

 Estimation of the effort required for the necessary 
modifications (plant engineering data: Automati-
onML) 

 Execution (plant data: AutomationML, personnel 
planning: B2MML) 

 Commissioning, monitoring, quality control (Moni-
toring: OPC UA, Quality criteria: B2MML) 

It can be recognized that production process restructuring 
affects all levels of automation. By means of the extensions 
of B2MML by OPC UA and AutomationML elements, the 
required data can be communicated directly in the required 
form. This can be performed between the necessary func-
tional components at the various levels using a service-based 
approach on top of the transaction mechanisms of B2MML 
(Fig. 3) [15].  

Figure 6 shows a simplified representation of the produc-
tion process restructuring as described above. In particular, 
the organizational sequence of the action, in combination 
with the data required in the respective work steps is ex-
plained. On a customer request ("Customer Order"), a feasi-
bility check is carried out with regard to the product and the 
production line. This leads to a review of the processes in-
volved, which include references to the required equipment.  

Figure 6, Listing 1 shows this ShowProcessSegment 
information. The equipment can now be called up via the 
references in the EquipmentSegmentSpecifications.  

Figure 6, Listing 2 shows the content of the ShowEquip-
ment transaction response for injection molding machine 
with its plant planning data in AutomationML, the OPC UA 
configuration data, and its test specification properties. A 
GET call [15] to the EquipmentcapabilityTestSpecif-
icationIDs allows the corresponding properties of the 
injection molding machine to be queried.  

Figure 6, Listing 3 shows the content of the ShowEquip-
ment transaction response for the 3D printer with its plant 
design data in AutomationML, the OPC UA configuration 
data, and its test specification properties. By a GET call [15] 
of the EquipmentcapabilityTestSpecificationIDs, the corre-
sponding properties of the 3D printer can be queried and 
compared with those of the injection molding machine. 

TABLE I.  AFFILIATION OF B2MML AND AUTOMATIONML 

COMMUNICATION CONCEPTS 

B2MML AutomationML  

Sync (Change) Change PUBLISH 

Sync (Delete) Delete PUBLISH 

Sync (Add) Create PUBLISH 

Get State PULL 

Show State PULL 

Confirm, Cancel, Acknowledge, Process, 

Respond, Change 

 PUSH 
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Figure 6. Application Example 
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Since the printer meets the required property, the process 
can be restructured. With this information, the process can 
now be updated with new EquipmentSegmentSpecification 
using the ChangeProcessSegment transaction [15] by 
entering the ID of the 3D printer for the required equipment. 
This means that the new equipment including 
communication functionalities (OPC UA configurations and 
hardware plans (AutomationML)) are technically updated for 
the restructured process (Fig. 6, Listing 4). 

Furthermore, the required connection and installation in-
formation (AutomationML and OPC UA) are available sim-
ultaneously with the EquipmentSegmentSpecifications of the 
3D printer (Fig. 6, Listing 3). In addition, the corresponding 
personnel with required capabilities was assigned to the pro-
cess segment in the PersonnelSegmentSpecification at the 
same time. 

When using the OPC UA-Companion specifications for 
ISA-95, the corresponding elements would have to be trans-
formed to B2MML in order to make them readable for a 
B2MML-based ERP system. Equivalent to this, the B2MML 
information would have to be transformed into Automati-
onML for an AutomationML-based system or into B2MML 
for a B2MML-based system. Manual activities would be 
necessary to complete the allocation of the resources [14], if 
the Companion specifications were not used. 

VI. DISCUSSION 

As explained in the previous sections, AutomationML, 
OPC UA, and B2MML provide mechanisms for extending 
or integrating and using other information models. For the 
concept presented, the variant of using the extension of 
B2MML with AutomationML and OPC UA via the 
appropriate extension points was chosen. This has the 
advantage that, on the one hand (usually), no data 
transformation is necessary. All data is contained in the data 
package in the required information model. On the other 
hand, the transaction specifications of B2MML for 
AutomationML information [1] and OPC UA information 
can also be used for the enterprise level. Finally, the 
communication specifications of OPC UA for the MES and 
production level are also available. The Companion specifi-
cations of OPC UA and AutomationML remain unaffected 
and can be used without restrictions [17]. 

VII. CONCLUSION 

It was shown how the information models OPC UA and 
AutomationML can be integrated by means of the extension 
mechanisms of B2MML and how they can be used together 
as data formats in a service-oriented MOM implementation. 
The transaction mechanisms of IEC 62264 are used here. At 
the same time, the scope of information provided by OPC 
UA and AutomationML is available without restriction. A 
limitation in the application of the concept results from the 
fact that B2MML transactions only allow queries via IDs. 
For an application between companies or independent com-
pany structures, these would have to be extended by mecha-

nisms, which access other parameters by semantic means, 
e.g., the description elements (Fig. 2) [8]. 

REFERENCES 

[1] D. Brandl, New integration architectures for federated 
systems, ISA Publications, InTech Magazine, April 2016, 
https://www.isa.org/intech/20160403/, retrieved: November 
2018. 

[2] B. Vogel-Heuser, Guest Editorial Industry 4.0 – Prerequisites 
and Visions, IEEE Transactions on Automation Science and 
Engineering, Vol. 13, No. 2, April 2016, pp. 411-413. 

[3] M. Schleipen, Syed-Shiraz Gilani, Tino Bischoff and Julius 
Pfrommer, OPC UA & Industrie 4.0 - enabling technology 
with high diversity and variability, 49th CIRP Conference on 
Manufacturing Systems (CIRP-CMS 2016), December 2016, 
pp. 315-320. 

[4] OPC Foundation: OPC-UA,  
https://opcfoundation.org/about/opc-technologies/opc-ua/, 
retrieved: November 2018. 

[5] PLCopen, TC6–XML Schemes 
http://www.plcopen.org/pages/tc6_xml/, retrieved: November 
2018. 

[6] KHRONOS GROUP, COLLADA,  
https://www.khronos.org/collada/, retrieved: November 2018.  

[7] IEC 62714 - Engineering data exchange format for use in 
industrial automation systems engineering - AutomationML, 
www.iec.ch, International Electrotechnical Commission, 
2014. 

[8] MESA International, Business To Manufacturing Markup 
Language (B2MML), http://www.mesa.org/en/B2MML.asp, 
retrieved: November 2018. 

[9] IEC. IEC 62264-1:2013 Enterprise-control system integration 
– Part 1: Models and terminology. International 
Electrotechnical Commission, Geneva, 2013. 

[10] International Electrotechnical Commission (IEC), Enterprise-
control system integration-Part 2: Objects and attributes for 
enterprisecontrol system integration, International Standard, 
Rev. 2.0, IEC 62264-2:2013, June 2013. 

[11] R. Silva Peres et al., “Selection of a data exchange format for 
industry 4.0 manufacturing systems”, IECON 2016 - 42nd 
Annual Conference of the IEEE Industrial Electronics 
Society, October 2016, pp. 5723–5728. 

[12] OPC Foundation: ISA-95 for OPC UA. 
https://opcfoundation.org/markets-collaboration/isa-95/, 
retrieved: November 2018. 

[13] B. Wally, Application Recommendation Provisioning for 
MES and ERP – Support for IEC 62264 and B2MML, 
November 2018. 

[14] B. Wally, C. Huemer and A. Mazak, “Entwining Plant 
Engineering Data and ERP Information: Vertical Integration 
with AutomationML and ISA-95”, 2017 3rd International 
Conference on Control, Automation and Robotics, April 
2017, pp. 356 - 364. 

[15] IEC. IEC 62264-5:2016 Enterprise-control system integration 
– Part 5: Business to manufacturing transactions. International 
Electrotechnical Commission, Geneva, 2016. 

[16] J. Prinz and L. Hundt, “AutomationML − Engineering 
Workflow”, SPS-Magazin, November 2013, pp. 60-62. 

[17] B. Wally, C. Huemer and A. Mazak, “AutomationML, ISA-
95 and Others: Rendezvous in the OPC UA Universe”, 14th 
International Conference on Automation Science and 
Engineering (CASE 2018) August 2018, pp. 1381-1387. 

 

33Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-690-3

eKNOW 2019 : The Eleventh International Conference on Information, Process, and Knowledge Management

Powered by TCPDF (www.tcpdf.org)

                            41 / 41

http://www.tcpdf.org

